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1. Introduction: Social media platforms extend into the web 

 

 
Figure 1: A Facebook bug affects external websites on February 8, 2013. Image reproduced with permission from 
The Next Web. http://thenextweb.com/facebook/2013/02/08/apparent-issue-with-facebook-connect-is-dragging-
people-from-around-the-web-to-a-moot-error-page/ [Accessed 25 March 2015]. 

 
On 8 February 2013, major websites including CNN, The Washington Post, ESPN, NBC, 
The Los Angeles Times, The Huffington Post, Business Insider, Slate, TechCrunch, 
BuzzFeed, Pinterest, Yelp and Hulu became inaccessible to many web users for about an hour 
(Samson 2013; Wilhelm 2013). When trying to access these websites many visitors were 
automatically redirected to an error page on Facebook stating: “An error occurred. Please try 
again later” (see figure 1). How was this possible? How did Facebook manage to break the 
web? 

The affected websites had in common that they were integrated with the social media 
platform Facebook. The websites had all implemented Facebook features such as the 
Facebook Like button or Facebook Login by adding Facebook code to their sites. This code 
opens up a two-way data communication channel between Facebook and third-party websites. 
By adding this code, websites can connect with Facebook’s platform and use Facebook 
functionality and content within their own pages. 

On this occasion, however, the integration was severely disrupted when Facebook 
stopped handling this connection on their end correctly (Wayner 2013). Usually, when a 
visitor loads a webpage with Facebook elements, the Facebook code on the page sends 
information about this request to Facebook to check whether the visitor is a logged-in 
Facebook user (Wayner 2013). If the user is logged in, the Facebook elements on the page 
will be personalized. A bug in Facebook’s authentication system redirected users away from 
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the external websites they were trying to visit and sent them to an error page on Facebook.com 
instead (Wayner 2013; Wilhelm 2013).7 This bug affected all the users who were logged into 
Facebook somewhere and who tried to access external websites that were integrated with 
Facebook.8 With a bug in their code, Facebook “hijacked” a large number of websites, at least 
according to technology reporters from ReadWrite and InfoWorld (Rowinski 2013; Samson 
2013).9 

This example demonstrates two important phenomena: First, it shows how deep 
Facebook has become entangled with the web. It demonstrates that Facebook’s features, often 
referred to by technology reporters as Facebook’s “tentacles,”10 reach deep into the web. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
7 Facebook’s official statement was: “For a short period of time, there was a bug that redirected people from third-
party sites integrated with Facebook to Facebook.com. The issue was quickly resolved.” See: 
http://www.salon.com/2013/02/08/when_facebook_broke_the_web/ [Accessed 11 December 2014]. 
8 This also affected users who were still logged into Facebook or logged into another website using Facebook 
Login. If you leave Facebook.com or a website with Facebook Login without actively logging out you are still 
logged into Facebook. Simply leaving these websites to visit another website or closing your browser does not log 
you out. So when logged-in users tried to go to a website that was integrated with Facebook, either through 
Facebook login or the ubiquitous Like button, a bug pertaining to users’ logged-in state redirected them to an error 
page on Facebook instead. 
9 ReadWrite is one of the leading blogs about web technologies and the internet industry. Technology blogs, 
websites and magazines such as ReadWrite, The Next Web, TechCrunch, Mashable, Slate, Ars Technica, VentureBeat, 
Gigaom and Wired provide important industry commentary and analysis. In addition, individual bloggers such as 
software developer Dave Winer and venture capitalists such as Marc Andreessen and Fred Wilson discuss new 
developments on their blogs and comment on the state of the web. The trade press, technology websites and blogs 
function as central actors within the technology industry with early reflections on emerging web technologies, 
technical descriptions, reviews as well as in-depth analyses of web services and other online phenomena.  
In addition, these sources also contribute to theorizing about web technologies and online culture by coining new 
terms such as: “the long tail” by previous Wired editor-in-chief Chris Anderson, “crowdsourcing” by Wired editors 
Jeff Howe and Mark Robinson, “freemium” by Jarid Lukin on venture capitalist Fred Wilson’s blog post outlining 
the new business models of the web and “filter bubble” by Upworthy co-founder Eli Pariser, amongst other terms. 
Sometimes referred to as so-called “internet intellectuals” or “internet gurus” (see Morozov 2011 for a critical take 
on 'The Internet Intellectual') these authors constitute an important part of the dialogue between the industry and 
academia with their popular writings on new media technologies and practices. 
These authors have coined multiple terms that have entered the academic discourse, also to critically interrogate 
said terms, illustrating the tight relationship between technology websites, blogs, the trade press and new media 
studies. These sources are important resources for new media scholars who are studying the web and in particular 
for web historians who wish to write histories of the web with a focus on particular services or technologies. They 
document new websites, technology companies and web technologies that may change and/or disappear over time. 
Similarly, they document changes of web services, such as new features or new ownership, which may not be 
documented or archived by the services themselves. In this dissertation these sources have been indispensable 
resources to analyze the developments of social media platforms over time. Technology blogs such as ReadWrite, 
The Next Web, TechCrunch and Mashable have observed and covered many changes to Facebook’s interface and 
features and have extensively documented Facebook’s announcements at their f8 Developers Conferences. 
10 See, for example, the following articles titles: Harbison, Niall. 2011. “Facebook Is Slowly Creeping Its Tentacles 
All over Your Web.” The Next Web. May 2. http://thenextweb.com/socialmedia/2011/05/02/how-facebook-is-
slowly-creeping-its-tentacles-all-over-your-web/ [Accessed 22 December 2014]. 
Miners, Zach. 2014. “As Facebook’s Data Tentacles Spread, Privacy Questions Resurface.” PCWorld. October 3. 
http://www.pcworld.com/article/2691552/as-the-tentacles-of-facebooks-data-spread-privacy-questions-
resurface.html [Accessed 22 December 2014]. 
Richmond, Riva. 2011. “As ‘Like’ Buttons Spread, So Do Facebook’s Tentacles.” Bits Blog. September 27. 
http://bits.blogs.nytimes.com/2011/09/27/as-like-buttons-spread-so-do-facebooks-tentacles/ [Accessed 22 
December 2014]. 
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Second, it shows how these websites have become reliant on Facebook’s infrastructure by 
integrating Facebook features. Facebook’s ubiquitous infrastructure was running invisibly in 
the background of large parts of the web until a bug in Facebook’s code caused it to 
malfunction. Infrastructures, so Star and Ruhleder argue, often operate in the background and 
only become visible when they break down (1996, 113). The breakdown also makes the 
complex relationship between Facebook, its platform, the web, webmasters and users visible.  
 

The platformization of the web 

The example of Facebook taking down a large number of websites due to a bug demonstrates 
one of the consequences of Facebook’s widespread extension into the web. According to 
Facebook cofounder and CEO Mark Zuckerberg over 30 million apps and websites have been 
built using Facebook (see keynote video in Liu 2015). Website profiler BuildWith estimates 
that 28.4% of the top 10,000 websites have implemented Facebook features (2015).11 
However, Facebook is not the only social media platform that has been extending itself into 
other web spaces. In addition, platforms such as Twitter, Google+ and LinkedIn offer a 
number of similar features that can be integrated into third-party websites and apps: social 
login systems to sign into external websites and apps using existing credentials from social 
media services and social buttons to embed, share and recommend content from external 
websites and apps. Whereas only few social media platforms offer social login systems,12 most 
of them offer a set of social sharing buttons. These buttons, I argue in this dissertation, are 
central devices for social media platforms to weave themselves into the web. To date, within 
new media studies, little attention has been paid to these kinds of mechanisms and their 
effects on the web and its users.  

The extension of social media platforms into the web and its consequences—or what I 
refer to as the platformization of the web—is the subject of my study. I use the notion of 
platformization to refer to the rise of the platform as the dominant infrastructural and 
economic model of the social web. That is, platformization could be construed as the 
transition of social network sites into social media platforms. As an infrastructural model, social 
media platforms provide a technological framework for others to build on, which I argue, is 
geared towards their expansion into the rest of the web.13 As an economic model, I put 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
Tate, Ryan. 2014. “Facebook’s Ad Tentacles Now Infiltrate Almost Any App.” Wired UK. May 1. 
http://www.wired.co.uk/news/archive/2014-05/01/f8-facebook [Accessed 22 December 2014]. 
11 BuildWith scans the homepage of Quantcast Top 1,000,000 websites by traffic for implemented technologies 
such as content management systems, analytics and third-party widgets. 28,4% of the Quantcast Top 10,000 
websites have implemented Facebook SDK for JavaScript, which sets up connections between Facebook and 
external websites. Quantcast is one of the leading technology companies specializing in website audience 
measurement.  
12 User management platform Janrain provides a list of 30 social login providers on its website which includes a 
number of social media platforms: https://rpxnow.com/docs/providers [Accessed 9 March 2015]. 
13 In the next chapter I expand on this computational meaning of the term platform. 
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forward that social media platforms employ their extensions to make external web data 
platform ready.14 These two processes of decentralizing platform features and recentralizing 
platform ready data characterize what I call the double logic of platformization. This double 
logic is operationalized through platform-native objects such as social buttons which connect 
the infrastructural model of the platform to its economic model. An example is Twitter’s tweet 
button on external websites which automatically turns all hyperlinks shared to its platform into 
platform-specific shortened URLs. Twitter has repurposed the hyperlink by turning it into a 
data-rich shortened link that can gather data outside of its platform boundaries.  

In this thesis I trace this platformization of the web and its consequences in terms of 1) 
the transformation of social network sites into social media platforms 2) the restructuring of 
the blogosphere and the introduction of new linking practices, 3) the changing nature of the 
hyperlink from a navigational tool into an analytical tool for data capture, 4) the 
transformation of the currency of the web from link to like and 5) the boundaries of a website 
and the end of it as a bounded object. Each of these consequences is detailed in individual case 
studies, where I discuss the mechanics behind the double logic of platformization. I 
demonstrate that the consequences of social media platforms’ tight integration with the web—
platformization—typify a significant change in how the web’s infrastructure is put to use. For 
some, such as Tim Berners-Lee, the platformization of the web refers to the decline of “the 
open nature of the web” (1996) in relation to the rise of social media platforms (see chapter 2). 
That is to say, the architecture of social media platforms is geared towards connecting and 
integrating these platforms into other online spaces, thereby turning those spaces into 
instantiations of social media. 

The widespread integration of social media features into websites raises a number of 
issues that are central to this dissertation, that is, how websites have built in social media 
features (e.g., widgets), and how social network websites historically have enabled their 
programmability by providing access to their content and functionality thereby becoming 
social media platforms. In chapter 2, I examine XML, widgets and APIs, and how they each 
enable various kinds of data exchanges, or what Alan Liu has called “data pours” (2004). In 
addition, I inquire into the role of the platform architecture in the decentralization of social 
media features into the web. In doing so, I turn to the history of the blogosphere, tracing how 
bloggers pioneered the utilization of sidebar widgets, thereby connecting websites not by 
conventional hyperlinks but rather by social media. In chapter 3, I discuss whether social 
media has altered the structure of the blogosphere. Here I examine the changing patterns of 
hyperlinking and especially how social media has encouraged different forms of linking as well 
as links themselves. In chapter 4, I ask, how social media has industrialized the hyperlink and 
introduced new link types, and to which ends. I address this question by analyzing how the 
social media platform Twitter handles and reconfigures hyperlinks into shortened URLs and 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
14 The notion of making data ‘platform ready’ has been derived from Tarleton Gillespie’s idea of how data is made 
‘algorithm ready’ (2014, 168) and is further explored in chapter 2 and 4. 
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for which purposes. In chapter 5, I examine how social media platforms have changed the 
currency of the web. Here I discuss new web currencies such as the like, share and retweet. In 
chapter 6, I inquire into the ways in which third-party objects such as social buttons redraw 
the boundaries of a website. Ultimately, I turn to cross-platform analysis, and ask how we can 
employ these third-party objects in websites to study a website’s ecosystem, and ultimately the 
spread of platformization and thereby its consequences.  

To study the platformization of the web, I therefore argue, one should engage with data 
exchange mechanisms, new means to connect websites, the transformation and 
commodification of the hyperlink, the introduction of new web currencies for web content 
such likes, shares and retweets, and the redrawn boundaries of the website. That is, one should 
recognize the platform-specific objects that have been introduced by social media platforms 
which function to reweave the fabric of the web, to rephrase Tim Berners-Lee (2000). 
 

Platform interoperability and the decentralization of platform features 

The topic of this dissertation follows from two related observations on the changing nature of 
the web with the rise of social media platforms in the mid 2000s: first, the interoperability 
between social media platforms and third parties, and second, the decentralization of platform 
features. Here, I expand on these two observations to set up the context of the questions that 
are central to this dissertation.  

As an avid web user since 1995,15 I have seen the development of many new websites, 
services and web technologies. Within 10 years, the web as I knew it had changed 
significantly. This change has been framed by Tim O’Reilly as a shift from Web 1.0, the web 
as a medium for publishing information, to Web 2.0, the web as a medium for participation 
(O’Reilly 2005; Song 2010, 251). By introducing the term Web 2.0, Matthew Allen argues, 
O’Reilly versioned the web, similar to practices within software development to give software 
updates incremental version numbers to indicate new developments (2013, 264). Allen sees 
O’Reilly’s versioning of the web as a marketing strategy allowing him “to claim [Web 2.0] to 
be new” and at the same time promising “an easy transition from what came before” (2013, 
264). Thus, Allen contends, Web 2.0 “implies both continuity and change” (2013, 261) or in 
O’Reilly’s words: “‘the 2.0-ness’ is not something new but rather a fuller realization of the true 
potential of the web platform” (2005). Following Allen (2013), in this dissertation I do not 
consider Web 2.0 as a neatly demarcated period of the web or position Web 2.0 as a radical 
break from the past (cf. Stevenson 2013). I rather trace the continuities—e.g. the use of 
hyperlinks to create connections—as well as the discontinuities—e.g. the introduction of new 
types of links—within Web 2.0. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
15 In 1994 I was introduced to the world wide web for the first time when my father brought home print-outs from 
The Internet Underground Music Archive and The Ultimate Band List websites. In this sense, he premediated 
(Grusin 2010) my first encounters with the web. 
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Felicia Song calls the so-called shift from Web 1.0 to Web 2.0 a “discursive move from 
information to participation” (2010, 252) by O’Reilly to sell the idea of Web 2.0 to the 
internet industry as a new post-dotcom-crash business model in which users add value to 
services through participation. By highlighting the alleged ‘new’ role of the participating user 
(as critiqued by Van Dijck 2009; Van Dijck and Nieborg 2009), early Web 2.0 discourses 
became infused with what David Beer and Felicia Song refer to as a rhetoric of 
“democratization”, “empowerment” and “emancipation” (2009, 986; 2010, 252).16 Central 
actors in this so-called “participatory web”17 (Madden and Fox 2006; Beer 2009, 986) are 
websites such as YouTube, Flickr, del.icio.us, Digg, Facebook and Twitter, creating an online 
“participatory culture” (Benkler 2006; Jenkins 2006). These Web 2.0 services share what Tim 
O’Reilly refers to as an “architecture of participation” in which users add value to a site by 
creating and sharing content (O’Reilly 2005).18 To gain additional data, O’Reilly recommends 
designing services that also “set inclusive defaults for aggregating user data and building value 
as a side-effect of ordinary use of the application” (2005).19  

Thus, an important aspect of Web 2.0 services are their software infrastructures for 
capturing, storing, organizing and redistributing data which, O’Reilly argues, require 
specialized databases and “a competency in data management” (2005). He further states that 
within Web 2.0 applications “data is the next Intel Inside” where some categories of data 
function as the “building blocks for Web 2.0 applications” which are “designed for ‘hackability’ 
and ‘remixability’” (O’Reilly 2005). In doing so, many Web 2.0 services make their data and 
functionality available to third parties through XML/RSS, widgets or APIs.20 These 
mechanisms set up data channels that enable connections with third parties. In software 
engineering, this principle of making system connections compatible is referred to as 
interoperability (Geraci 1991, 217). Within the social web, Robert Bodle argues, Application 
Programming Interfaces (APIs) “enable interoperability or the sharing between websites and 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
16 The rhetoric of democratization can be found in early utopic discourses around Web 2.0. Critiques on the so-
called empowerment of users often describes participation as a form of free or immaterial labor and as a form of 
exploitation since value is derived from user activities (Lazzarato 1996; Terranova 2000; Coté and Pybus 2007; 
Petersen 2008; Fuchs 2010). Mirko Schäfer therefore suggests distinguishing between explicit and implicit 
participation (2011, 51). Whilst explicit participation is “driven by motivation, either intrinsic or extrinsic” implicit 
participation “is channeled by design, by means of easy-to-use interfaces, and the automation of user activity 
processes” (Schäfer 2011, 51). This complicates our understanding of participation and at the same time provides a 
two-fold view on how data is collected under the idea of “participation”.   
17 See Michael Stevenson’s critique of the web’s supposed participatory turn. In a case study on HotWired, he 
shows how “the concepts, debates, and design aims surrounding the participatory web were very much a part of web 
production early on” (2014, 2). 
18 In his article entitled ‘Loser Generated Content: From Participation to Exploitation’ Søren Mørk Petersen 
argues that the architecture of social network sites and user-generated content sites such as Flickr and MySpace is 
geared towards the collection of user data over user content (2008). This, he argues, turns the architecture of 
participation into “into an architecture of exploitation and enclosure, transforming users into commodities that can 
be sold on the market” (Petersen 2008). 
19 This is a form of what Mirko Schäfer refers to as channeling implicit participation by software design (2011, 51). 
20 These formats and technologies that enable websites to make their data and functionality available to third 
parties and distribute them outside of their boundaries are the topic of the next chapter. 
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online services” by providing a software interface for platforms (2011, 321).21 APIs form the 
underlying technological glue of the social web and allow content to circulate between 
platforms (Langlois, McKelvey, et al. 2009).  

So the first observation that has led to the questions behind this dissertation pertains to 
the interoperability between social media platforms and third parties including other 
platforms, external websites and apps and the central role of APIs in creating these 
connections. The second and related observation concerns the increasing presence of platform 
features outside of the platform’s boundaries. Here, I am referring to the use of social media 
sidebar widgets on blogs and social buttons on blogs and other types of websites.22  

When I started blogging—fairly late—in September 2006,23 I used several widgets in the 
sidebar of my blog. Widgets are a very popular mechanism in the blogosphere to embed 
content from social media platforms such as Flickr, as further addressed in chapter 2 and 3. In 
the Fall of 2006, I noticed a new type of widget popping up all over the web. This widget took 
the form of a button to bookmark or share a website to an external service such as social 
bookmarking website del.icio.us or social news website Reddit. These so-called social buttons 
function as decentralized platform features and have become the prime mechanisms to 
facilitate the semi-automated sharing of web content to social media platforms, as further 
discussed in chapter 2, 3, 4 and 5.  

The observed mechanisms, platform interoperability and the decentralization of platform 
features, serve as the two important entry points to analyze the platformization of the web. 
They also challenge the early image of social media platforms as walled gardens (see chapter 2) 
and they have formed the conceptual basis to analyze the platformized web in ecological 
terms.  
 

From walled gardens to social media platform ecologies 

In the Fall of 2008, while writing my PhD proposal, I had the opportunity to explore the two 
observations described above by turning them into small research projects that stood at the 
onset of this dissertation. With our research group the Digital Methods Initiative (DMI), I 
attended the two-day international conference ‘Walled Garden: Communities and Networks 
Post Web 2.0,’ organized by Virtueel Platform in Amsterdam, 20-21 November 2008.24 The 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
21 APIs are further defined and discussed in chapter 2. 
22 Some initial ideas about widgets and the role of numbers in widgets to measure value and attention in the social 
web have been developed in: Helmond, A. (2009). Lifetracing. The Traces of a Networked Life. H. Thorington, E. 
Navas, J. Green, Networked: A (networked_book) about (networked_art). Roslindale, MA: Turbulence. 
23 I started my blog http://www.annehelmond.nl/ during the Digital Practices course as part of the MA New 
Media & Digital Culture at the University of Amsterdam in 2006. This course was led by Geert Lovink who 
inspired us to create a group blog and a personal blog to write about anything new media related during our degree. 
The student group blog http://mastersofmedia.hum.uva.nl/ became a big success and is still being used by the 
current MA students. 
24 See: http://virtueelplatform.nl/activiteiten/walled-garden/ [Accessed 12 December 2014]. 
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Walled Garden conference focused on “the (in)accessibility of information and knowledge 
driven by a tendency towards online gated and closed communities.”25 The conference served 
as an intervention into the Web 2.0 hype by critically interrogating a new type of network that 
Web 2.0 introduced on the web: the social network as a walled garden. The conference 
website used the following Wikipedia definition to describe walled gardens as the object of 
inquiry: 

A walled garden, with regards to media content, refers to a closed set or exclusive set of 
information services provided for users (a method of creating a monopoly or securing an 
information system). This is in contrast to providing consumers access to the open Internet for 
content and e-commerce (Wikipedia 2008).26 

This definition served as a starting point for the discussions in the working groups of the 
conference. With DMI, I participated in the session entitled ‘Mapping the Walled Gardens: 
Digital Methods for Researching and Visualizing Networks on the Web,’ moderated by 
Sabine Niederer and Richard Rogers. We started with a group discussion and addressed the 
term association of walled gardens (of all social networks Facebook was most associated with 
the term walled garden), the ontology of walled gardens, and the privacy or leakiness of walled 
gardens.27  

My contribution to these discussions regarded questioning the supposed impermeable 
state of walled gardens. One aspect of critique is that they are closed environments that can 
only be entered with the right login, and in which data is locked into the network (McCown 
and Nelson 2009). However, social networks offer a number of features that allow data to flow 
in and out of the platform, which, I argued, makes them semi-permeable. In the discussion 
that followed we continued with the ecological metaphor to analyze the semi-permeable state 
of social networks as walled gardens. I described Application Programming Interfaces (APIs)28 
and widgets29 as important features that enable these so-called walled gardens to plant their 
seeds outside of their gardens. In addition, I put forward that APIs offer a number of 
mechanisms to carefully regulate the data flows of walled gardens, turning them into tightly 
controlled ecosystems (see chapter 2).  

In a sub-group, I continued exploring the semi-permeability state of walled gardens and 
put forward that the permeability of a site can be characterized by whether it provides 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
25 Ibid. 
26 Ibid. 
27 See: http://www.annehelmond.nl/2008/12/22/walled-garden-communities-and-networks-post-web-20-part-1/ 
[Accessed 12 December 2014]. 
28 An API is an Application Programming Interface, a set of functions that provides a structured exchange of data 
and functionality between sites and services. This term is further explained in chapter 2. 
29 A widget is a small application that can be inserted into a third-party website and display content or integrate 
functionality from another website. This term is further explained in chapter 2. 
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mechanisms for data exchanges with third parties, such as APIs,30 embed codes, widgets, 
social sharing buttons and RSS feeds. We then made a number of sketches to map the data 
flows between different services as enabled by these data exchange mechanisms.  

 

 
Figure 2: Four sketches showing platform interoperability among social media platforms. The sketches display the 
interconnections between social media platforms created by the possibility to cross-post content from one platform 
to another. Analysis by Anne Helmond, Sabine Niederer, Auke Touwslager, Laura van der Vlies and Esther 
Weltevrede. Visualizations by Anne Helmond, created with Adobe Illustrator. © Digital Methods Initiative. 
November 2008.  

In a first step we visualized the automated connections between different social media 
platforms to analyze platform interoperability (see figure 2). We mapped out all the different 
services in use by a single web user, myself, and traced all the connections between them. We 
focused on the automated connections between services through cross-posting, the automatic 
posting of content to multiple services. For example, in 2008 I used the application 
Mobypicture on my mobile phone to take pictures. This app was configured to automatically 
cross-post these pictures to my Mobypicture, Twitter and Flickr accounts, thereby 
demonstrating platform interoperability. In addition, an RSS-based Flickr widget on my blog 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
30 Hootsuite CEO Ryan Holmes describes APIs as the gates in the walled gardens of social networks like Twitter 
and Facebook in an article for FastCompany (2013). Hootsuite is an application built on top of Twitter that 
depends on the Twitter API. 
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automatically pulled in the latest five images from Flickr, creating connections between 
Mobypicture, Flickr and my blog. 

In a second step we focused on the different types of data exchange mechanisms between 
three major social media platforms: Facebook, Twitter and Flickr (see figure 3). We created a 
visualization depicting the different devices enabling data flows between these services to 
analyze the extent of their permeability.  

 

 
Figure 3: Walled garden data flows. The graphic characterizes the types of data flows between three social media 
platforms: Twitter, Flickr and Facebook. It displays the availability of four types of data exchange mechanisms that 
enable data to flow in and out of the platform: APIs, embed codes, widgets and RSS. The data flows are visualized 
as inbound and outbound data flows to indicate their direction. The availability of data exchange mechanisms and 
the direction of data flows have been used to determine the permeability of the platforms. Analysis by Anne 
Helmond, Sabine Niederer, Auke Touwslager, Laura van der Vlies and Esther Weltevrede. Visualization by Auke 
Touwslager, created with Adobe Illustrator. © Digital Methods Initiative. November 2008.  

For each service we located the features that enable data exchanges by analyzing the user 
interface as well as reading the developer documentation. We then mapped out the different 
data exchange mechanisms and their data flows and distinguished between inbound and 
outbound data flows. What followed from this small analysis was that the extent to which 
Facebook, Twitter and Flickr allow data to flow in and out of their networks is quite different. 
In November 2008, we characterized Flickr as the most open service, followed by Twitter, 
while Facebook was the least open network of the three. As will be argued in chapter 2 and 5, 
Facebook has since developed into the opposite direction, into a platform based on carefully 
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regulated openness. Analyzing data exchange mechanisms and different types of data flows 
over time can thus serve as entry points to investigate the changing “politics of platforms” 
(Gillespie 2010), as I discuss throughout in chapters 2, 3, 4, 5 and 6. 
 

 
Figure 4: Data flow diagram depicting the various data exchange mechanisms between social media platforms. The 
diagram represents the data flows between the social media platforms used by a single user, myself, in the Spring of 
2009. The graphic shows the interoperability mechanisms—the data exchange mechanisms of APIs, embed codes 
and RSS feeds—connecting the various platforms into a social media platform ecology. Visualizations by Anne 
Helmond, created with OmniGraffle. May 2009.  

The visualizations made during the Walled Garden conference (see figure 2 and 3) were later 
expanded in May 2009 to show the interoperability mechanisms between different social 
media services illustrating how they form social media platform ecologies (see figure 4). Figure 
4 resembles what in systems analysis and software engineering is referred to as a “data flow 
diagram,” or a “diagrammatic representation widely used in the functional analysis of 
information systems” (Batini, Nardelli, and Tamassia 1986). According to Bruza and Van der 
Weide a data flow diagram (DFD) “can be viewed as directed graph wherein the nodes are 
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external entities, processes or data stores and the edges are data flows” (1993, 67). In his 
seminal book on Structured Analysis and System Specification Tom DeMarco explicates that a 
data flow diagram is a “network representation of a system” (1978, 47) that focuses on the 
flow of data through a system and the processes that transform data. This, DeMarco 
continues, distinguishes data flow diagrams from flowcharts since “[t]he Data Flow Diagram 
portrays a situation from the point of view of the data, while a flowchart portrays it from the 
view of those who act on the data” (1978, 40). 

While originally conceived as an approach to analyze and design information systems, I 
have taken up the insight to work “from the view point of the data” (DeMarco 1978, 40) to 
analyze the role of the platform infrastructure of social media. With its focus on data flows, 
processes and transformations, the data flow diagram approach may be repurposed as 
analytical tool for analyzing social media platforms. Here, I would like to acknowledge the 
work of Ganaele Langlois and her co-authors who aim to understand social media platforms 
in a similar manner by mapping the connections between users, content and protocols as a 
form of critical intervention (2009). In this dissertation I contribute to their call for new tools 
to track, map and visualize the information channels of Web 2.0 to analyze how objects flow 
through these channels and how they are reconfigured to understand the “technocultural 
logics” of platforms (2009). This approach is situated within the related fields of software 
studies and platform studies, as discussed in more detail shortly.  

The sketches of data flows diagrams serve as an analytical means to empirically study the 
role of the infrastructure of social media platforms by focusing on interconnections between 
services and websites and the data that flows between them. This is shown in chapter 2 by 
analyzing the components of data exchange mechanisms in the social web, in chapter 3 by 
mapping out the interconnections and data flows between blogs and social media platforms, in 
chapter 4 by showing the data flows between the Twitter platform, link sharing services built 
on top of Twitter and their users, in chapter 5 by tracing the data flows between Facebook, 
users and external websites that have implemented the Facebook Like button and in chapter 6 
by analyzing how we can detect and make use of these third-party connections and data flows 
to study website ecologies over time.31 Thus the dissertation introduces a particular mapping 
practice for data exchange with third parties, flow between blogs and social media, linkage and 
sharing services, spread of social buttons and ultimately cross-platform ecology. 

These visualizations of the interconnections between social media platforms show that 
they carefully regulate their permeability through a number of different devices that allow data 
to flow in and out of these platforms to and from other platforms, websites and apps. These 
mechanisms to connect to other platforms as well as external websites and apps challenge the 
conceptualization and critique of social network sites as walled gardens, as argued in more 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
31 In this dissertation I stop following the data flows when they have reached third parties and do not trace and map 
how these third-parties may invoke further connections, often referred to as fourth-party connections (Chaabane et 
al. 2014).  
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detail in chapter 2. Instead, social media platforms are forming platform ecologies or what in 
business literature is referred to as the “social media ecosystem” (Hanna, Rohm, and 
Crittenden 2011) or what José van Dijck calls “an ecosystem of connective media” (2013c, 
4).32 Similarly, I argue for the study of web ecologies in terms of platformization. The 
ontological distinctiveness of platforms, as I argue in chapter 2, lies in the way they enact their 
programmability, or the ways in which they make themselves accessible to third parties. This 
draws attention to the platform-specific objects that enable connections with third parties and 
thereby entangle platforms, users, webmasters, app developers and other web actors in 
complex relations.  

Resulting from the two related observations on the interconnectedness of platforms and 
the decentralization of platform features, this thesis thus addresses the following research 
question: How have social media platforms extended themselves into the web and, what are 
the consequences of these extensions?  

In introducing the topic of the dissertation, I have discussed the urgency of platform 
studies for the web and its users, but have said little about the scholarship in which I would 
like to situate the work. In the following, I discuss a number of calls that have been made to 
study social media platforms, and previously software more generally, so that I may distinguish 
my own approach within a broader, recent scholarly discourse.  
 

Studying social media platforms: Software studies meets platform studies 

In this dissertation I contribute to discussions that call for studying social media platforms in a 
technical sense,33 that is, to pay attention to their underlying infrastructure in order to 
understand how the web has been transformed by social media. These calls come from what I 
see as two interrelated emerging fields of study: software studies and platform studies. From 
software studies, I address how one is invited to study not only cultural practices, the shaping 
of participation, sociality, and effects on users, but also the consequences of the software 
infrastructure. From platform studies, I address the need to analyze not only how platforms 
enable and constrain particular use and development practices but also how they employ their 
software infrastructures to weave themselves into the web and to format external web data 
according to the logic of the platform.  

The first overall call comes from the emerging field of software studies to put software, as 
an understudied object of study and “a blind spot in the theorization and study of 
computational and networked digital media” (Fuller 2006), on the agenda of media studies. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
32 See chapter 6 on the use of ecological metaphors in new media studies. 
33 In her dissertation Taina Bucher responds to a number of similar calls “made by media scholars in recent years 
for a better understanding of software in studies of social media” (2012b, 29). What distinguishes my approach 
from Bucher is the focus on platforms as a specific type of software, which, I argue, come with their own set of 
questions and approaches.  
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This field has emerged from a number of authors who engage with the relationship between 
software and culture (e.g. Manovich 2001; Fuller 2003; Kirschenbaum 2003; Mackenzie 2006; 
Fuller 2008; Berry 2011; Kitchin and Dodge 2011; Chun 2011; Manovich 2013).34 One of the 
key concerns these authors share is to make software, which “has come to intervene in nearly 
all aspects of everyday life and has begun to sink into its taken-for-granted background” 
(Thrift 2005, 153) and to make the work that it does in our world visible.  

Recently, various authors have brought a software studies perspective to social media 
analyzing the role of software within Web 2.0 spaces.35 Langlois et al. have analyzed how 
software and cultural practices mutually shape each other (2009, 416; 2009) and how the 
software and protocols of Web 2.0 platforms establish the “technocultural conditions” for the 
circulation of content and participation of users (2009). This participation, Mirko Schäfer 
similarly argues, is channeled through software design with features for ranking, rating and 
sharing (2011, 51–52). Software, Taina Bucher (2012b) and José Van Dijck (2013a) contend, 
does not only structure participation but also programs particular forms of sociality.36 This 
demonstrates, Van Dijck and Robert Gehl suggest, how software architectures encode cultural 
norms and values (2013c, 14; 2014). What this dissertation adds to this research on the role of 
software in the social web is an analysis of the impact of social media platforms on the web’s 
infrastructure. 

Drawing from Actor-Network-Theory (ANT) (Latour 2005), 37 authors such as Langlois 
et al. (2009, 416; 2013, 5), Niederer and Van Dijck (2010, 1373), Schäfer (2011, 17), Bucher 
(2012b, 193) and Gehl (2014, 12–13) highlight the importance of studying how Web 2.0 
spaces, content and activities are co-constituted by human and non-human actors such as 
software. For that reason, Niederer and Van Dijck propose to examine “the sociotechnical 
system that lies at the core of Web 2.0 platforms” in order to understand how content and 
practices are mutually shaped by software and users (2010, 1384). A related call has previously 
been made by David Beer to “understand how the material infrastructures of Web 2.0 play out 
in the lives of individual users, how the software constrains and enables, how it formulates 
hierarchies, shapes the things people encounter, and so on” (2009, 1000). Beer also offers a 
framework that consists of three analytical levels to begin such inquiries into Web 2.0 
infrastructures: The first level concerns the organizational and economic aspects of Web 2.0 
applications, the second level their software infrastructures and the third level combines the 
previous two to analyze their effects on users (2009, 998). Such an approach to social media 
platforms encourages us to take the role of their infrastructures seriously. However, instead of 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
34 For an overview of scholarly research produced under the umbrella of software studies, see David Berry (2011, 4–
5).  
35 This is not meant as a complete overview, rather I wish to highlight authors that align themselves with software 
studies in studying social media, for more see Taina Bucher (2012b, 29–30).  
36 Whilst these perspectives analyze the role of software in creating connections, Tero Karppi focuses on the politics 
of disconnections within social media to analyze the logic of connectivity (2014). 
37 See Langlois (2005) for an introduction to actor-network theory in relation to medium theory and new media 
studies. 
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only concentrating on the effects on web users, I propose to also examine the consequences for 
the web’s infrastructure. 

This dissertation takes up the calls made by Beer (2009) and Niederer and Van Dijck 
(2010) to focus on the material foundations of Web 2.0 to understand the changing nature of 
the web with the rise of social media. In order to study the substrates of social media, I argue, 
we need to turn to platforms, as software platforms are the “invisible engines” (Evans, Hagiu, 
and Schmalensee 2006, vii) that power social media.  

In doing so, I move from software studies to the related field of platform studies, as 
introduced by Ian Bogost and Nick Montfort, in which they position the platform as an 
understudied level of new media (2007, 1). Bogost and Montfort call for “platform studies” to 
pay close attention to the underlying computing infrastructures of new media objects, 
platforms, and to connect their “technical details to culture” (2009). This can be seen as a 
response to the so-called “vapor theory” in media studies (Lovink 2003, 243) in which new 
media objects are described in intangible concepts and metaphors.38 This abstraction, Eugene 
Thacker warns us, omits “a specific consideration of the material substrate and infrastructure” 
of new media (in Galloway 2006, xiii). Platform studies is seen as a materialist or media 
archeological approach to new media objects (Apperley and Jayemane 2012, 10–11) that urges 
us to move away from abstract ideas about platforms, and instead, take their technical 
infrastructure into account (Bogost and Montfort 2009).39 

Thomas Apperley and Darshana Jayemane note that this approach shares a similar 
concern with software studies, that is, to take the “stuff” that constitutes new media seriously 
(2012, 11). Since both share a materialist tradition, one would imagine that platform studies 
would be subsumed under software studies. However, Apperley and Jayemane contend, it is 
more complicated because Bogost and Montfort seem to differentiate platform studies from 
software studies “by arguing for a strong separation of code and platform” (2012, 11). Whilst 
Bogost and Montfort see platform studies as “highly compatible and consistent” with software 
studies they position the platform as a separate and neglected layer of new media objects 
(2009). They distinguish between five levels “that characterize how the analysis of digital 
media has been focused—each of which, by itself, connects to contexts of culture in important 
ways” (2009, 145). These five levels, and their respective types of analyses are, from top to 
bottom: reception/operation (e.g. studies of media effects), interface (e.g. interface studies and 
human computer interaction), form/function (e.g. ludology/narratology), code (e.g. code and 
software studies) and platform (e.g. platform studies) (2009, 145–147).  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
38 See Marianne van den Boomen on the role of metaphors in new media (2014). 
39 This expanding interest in the materiality of the medium has been framed the ‘material turn’ in media studies. 
See Jonathan Sterne (2014) for a history and overview of materialist analysis of media technologies and Taina 
Bucher for an overview on ‘Medium theory and the materiality of media’ and its relevance for studying social media 
from a materialist perspective (2012b, 30–35). In ‘Game Studies’ Material Turn’ Apperley and Jayemane describe 
platform studies’ materialist foundation and its connection to media archeology in more detail (2012, 10–11).  
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In this dissertation I align myself with Apperley and Jayemane who question the strong 
separation between these levels and who position platform studies as part of software studies 
(2012, 11). They see platform studies’ focus on connecting the technical details of platforms to 
cultural aspects as part of Lev Manovich’s proposal for software studies to study the relations 
between the “computer layer” and the “cultural layer” of new media (Manovich 2001, 63–65; 
Apperley and Jayemane 2012, 11). In addition, software platforms such as social media 
platforms further complicate the alleged distinction between software and platform as, 
Anastasia Salter and John Murray claim, “[d]emarcating the boundaries of the platform is 
difficult where software is concerned” (2014, 11). 

So far, Salter and Murray argue, the main body of work that has been produced under the 
umbrella of platform studies—including the Platform Studies book series with MIT Press—
has focused on hardware platforms (2014, 9) and in particular video game platforms (Leorke 
2012). In his critical account of the Platform Studies series Dale Leorke argues that, in the 
first book of the series, Nick Montfort and Ian Bogost have introduced a methodological 
recipe for platform studies, which subsequently has been applied to other video game consoles 
in the series (2012). This, Dale Leorke claims, “reduced platform studies to a generic formula 
that can be emulated for any platform that’s called for” and may have instilled the idea that 
platform studies is solely about hardware and video games (2012, 266). In their FAQ about 
platform studies, Bogost and Montfort have previously addressed these common 
misunderstandings to emphasize that platform studies “extends to all computing platforms on 
which interesting creative work has been done,” including software platforms (2009). In the 
latest book in the Platform Studies series, Salter and Murray (2014) make an important 
contribution to platform studies by moving beyond hardware with their focus on the software 
platform Flash and by drawing from the related field of software studies. This dissertation 
further connects the fields of software studies and platform studies by putting software 
platforms, and in particular social media platforms, on the agenda of platform studies. 

Another important contribution towards studying software platforms comes from a 
number of authors who engage with a platform politics perspective (e.g. Gillespie 2010; 
McKelvey 2011; Bucher 2012b; Hands 2013; Langlois and Elmer 2013; Van Dijck 2013c; 
Gerlitz and Helmond 2013; Puschmann and Burgess 2013). Platform politics approaches 
include critically interrogating the platform concept (Gillespie 2010; McKelvey 2011), 
analyzing the “technocultural logics” of platforms (Langlois, Elmer, et al. 2009; Langlois, 
McKelvey, et al. 2009), and examining the role of the platform architecture in shaping 
networked sociality (Bucher 2012b; Van Dijck 2013c) (see Renzi 2011). 40 In the opening 
words of the Platform Politics conference, co-organizer Jussi Parikka positioned the idea of 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
40 ‘Platform Politics’ is the title of a conference held at Anglia Ruskin University in Cambridge, UK on May 12-13, 
2011. The conference was organized by Josh Hands and Jussi Parikka and brought together a number of scholars 
studying the politics of platforms. At this conference Carolin Gerlitz and I presented the Like Economy, see 
chapter 5. Following the conference Culture Machine published a special issue entitled ‘Platform Politics’ (2013), 
edited by Joss Hands, Greg Elmer and Ganaele Langlois which contains more recent work on platform politics. 
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platform politics as bringing together Bogost and Montfort’s layering model of platform 
studies: “[…] in addition to the specific level of ‘platforms’ we can think of the platform itself 
as distributed on a variety of layers as assemblages” (Parikka 2011). That is, the politics of 
platforms run through the different levels of new media objects and connects them. 

In this dissertation I engage with both Bogost and Montfort’s more narrow and 
computational understanding of platforms as well as the idea of the politics of platforms by 
critically engaging with the computational infrastructure of platforms to analyze the work that 
these platforms do (cf. Gillespie 2010). In doing so, this dissertation contributes to both 
software studies and platform studies by focusing on the effects of the computational 
infrastructures of social media platforms on the web and its users.  

So far I have addressed a number of calls that have been made to take the level of the 
software platform infrastructure seriously. I now move on to introduce the five case studies in 
which two related calls are taken into account. These calls pertain to the need for new 
methodologies in software studies as well as platform studies, including Manovich’s call in his 
book Software Takes Command (2013, 15) and Bogost and Montfort’s suggestion that the 
platform layer requires “a willingness to use new and challenging methods of thinking and 
investigation” by bringing “nuanced cultural analysis to bear on computer systems” to platform 
studies (2009). 
 

Studying platformization: Methodological considerations 

This dissertation is organized around five case studies—discussed in more detail in the chapter 
overview—in which I analyze the platformization of the web chronologically. These cases 
have been selected because they illustrate distinct aspects and consequences of the ontological 
distinctiveness of social media platforms, that is, their programmability as enacted through 
APIs. Each case is organized around web-native infrastructural elements and emerging 
platform features in relation to specific web periods. I focus on distinct medium-specific 
features of social media platforms, or platform-specific objects such as data exchange 
mechanisms (chapter 2), widgets (chapter 3), shortened URLs (chapter 4), social buttons 
(chapter 5) and trackers (chapter 6). Each case traces the emergence of these specific platform 
features and explores the consequences of their introduction for the web’s infrastructure as 
well as users. Social media platforms Facebook and Twitter play a central role in this 
dissertation to explore these objects because they are the two most visited social media 
platforms,41 and because a large number of websites have been integrated with Facebook’s and 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
41 According to Alexa, Facebook ranks #2 and Twitter #8 in the Top 500 sites on the web, see 
http://www.alexa.com/topsites [Accessed 18 April 2015]. These rankings are derived from the “average daily 
visitors and pageviews over the past month” (Alexa). 
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Twitter’s platform.42 Together, these cases provide a socio-material perspective on social 
media platforms so as to explore how they are turning other online web spaces into 
instantiations of social media. Now that I have discussed the selection of the five case studies I 
move on to outline my methodological approach to my research.   

This dissertation aligns itself with software studies, platform studies and digital methods 
and has learned from their approaches in order to derive a methodology to study 
platformization. The authors that have been addressed in the previous section employ 
methods from various disciplines or have derived their own methods to analyze social media 
since software studies itself does not offer any particular methods. According to Lev 
Manovich, Matthew Fuller suggests in the introduction of the Software Studies (2008) lexicon 
that software “can be studied using already existing methods—for instance, actor-network 
theory, social semiotics, or media archaeology” (Manovich 2013, 15). Similarly, Rob Kitchin 
and Martin Dodge see “a wide range of social science methodologies” that could be used to 
analyze software (2011, 255–258).  

Despite the fact that these existing methods have proved to be very valuable, Manovich 
contends that software studies is also in need of new methodologies (2013, 15) in order to 
contribute to the development of the field through technical engagements with software. I put 
forward that technical insights into software platforms, or a deep understanding of the 
technical workings of software—what Bogost and Montfort refer to as “being technically 
rigorous” (2009)—can be gained from reading a platform’s developer documentation, 
developer blog, company blog, privacy policy, terms of service or help documentation. In this 
dissertation I have made extensive use of these source materials to study software platforms 
and their features. In doing so, I follow Matthew Kirschenbaum’s proposal to view and study 
software as “the product of material environments” (2003), which is worth quoting at length 
here:  

Software is the product of white papers, engineering specs, marketing reports, conversations and 
collaborations, intuitive insights and professionalized expertise, venture capital (in other words, 
money), late nights (in other words, labor), Mountain Dew, and espresso. These are material 
circumstances that leave material traces - in corporate archives, in email folders, on whiteboards 
and legal pads, in countless iterations of alpha versions and beta versions and patches and 
upgrades, in focus groups and user communities, in expense accounts, in licensing agreements, in 
stock options and IPOs, in carpal tunnel surgeries, and in the [former] Bay Area real estate market 
(to name just a few) (Kirschenbaum 2003). 

Kirschenbaum sees these traces of the production process of software as valuable sources 
for software studies scholars. They are central to his vision of how critical inquiries into 
software could be operationalized: “Software studies is, or can be, the work of fashioning 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
42 According to BuildWith, 28,6% of the Quantcast Top 10k websites are integrated with Facebook and 14,8% 
with Twitter, see http://trends.builtwith.com/javascript/Facebook-for-Websites and 
http://trends.builtwith.com/javascript/Twitter-Platform [Accessed 18 April 2015]. 



19  

documentary methods for recognizing and recovering digital histories, and the cultivation of 
the critical discipline to parse those histories against the material matrix of the present” 
(2003).43 The material traces of software, web historian Megan Ankerson adds, are important 
resources for studying changes in and writing histories of the web from a software studies 
perspective (2009).  

A notable example of using material traces to study digital media infrastructures is 
Alexander Galloway’s Protocol (2006) in which he analyzes internet protocols as part of a new 
apparatus of control by examining the documents—the Request for Comments (RFCs)—that 
detail these protocols (2006). These RFCs contain technical and organizational information 
about the internet (IETF 2015) and are, Galloway argues, “a discursive treasure trove for the 
critical theorist” (2006, 38) to examine how “control takes shape in the materiality of 
networks” (2006, xvi). In this dissertation, social media platforms’ own platform 
documentation has proven to be a valuable source. In addition, I have also relied on external 
developer blogs, technology blogs, Q&A websites for programmers such as Stack Overflow44 
and the trade press writing about social media platforms and specific platform features, 
protocols, formats and standards (see footnote 9). To analyze how social media platforms 
features have developed over time I have also made use of the largest publicly accessible web 
archive, the Internet Archive’s Wayback Machine,45 to uncover historical platform 
documentation (see chapter 3).  

These material traces of software platforms provide an important entry point for 
understanding the architecture, features and underlying logics of social media platforms. In 
this dissertation I compliment this software studies approach of adapting documentary 
methods (Kirschenbaum 2003) with so-called “platform-specific methodologies” (Langlois, 
Elmer, et al. 2009) to study social media. Studying social media platforms is a challenging 
undertaking, Langlois and Elmer argue, because “their logic goes against critical approaches” 
as these platforms tend to obfuscate their inner workings (2013, 8). In their previous work on 
social media platforms, Langlois et al. have argued for taking the specificities of platforms into 
account in order to understand the “technocultural logics” of social media (Langlois, Elmer, et 
al. 2009, 429; Langlois, McKelvey, et al. 2009; Elmer and Langlois 2013). I take their 
approaches further by developing a methodological framework to understand how social 
media has transformed the web by looking at the role of the platform infrastructure. An 
important methodological aspect in the work of Langlois et al. that I engage with is their 
observation that with the so-called shift from Web 1.0 to Web 2.0 the connectivity elements 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
43 Kirschenbaum has further developed these ideas in his book Mechanisms in which he analyzes and reconstructs 
new media objects through their material traces, that is their “forensic materiality,” by applying methods from 
computer forensics (2007, 20). In doing so, Kirschenbaum argues, “[t]he book’s ‘forensics’ is therefore a 
theoretically and technically rigorous account of electronic texts as artifacts—mechanisms—subject to material and 
historical forms of understanding” (2007, 17).   
44 “Stack Overflow is a question and answer site for professional and enthusiast programmers.” See: 
https://stackoverflow.com/ [Accessed 29 July 2014]. 
45 See: http://archive.org/web/ [Accessed 1 March 2015] 
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of the web have changed, requiring us to rethink how we study the web (2009). The web no 
longer only consists of HTML pages that are connected by hyperlinks but the web is now also 
connected through software elements (Langlois, McKelvey, et al. 2009) such as social buttons 
(see chapter 3). For that reason, Langlois et al. argue, we need new platform-specific methods 
that are attuned to these new Web 2.0 objects and connection mechanisms (2009).  

In this dissertation I put forward novel platform-specific methods to trace the 
infrastructural elements of social media platforms in order to explore how they extend into the 
web and format external web data. So in order to study platformization, I argue that one 
should focus on the platform-specific features that enable the programmability of platforms.  

I approach this undertaking from a medium-specific perspective by paying close attention 
to the technical specificity of social media platforms as put forward by Langlois et al. (2009) 
and Rogers (2013). By employing such a perspective, this dissertation also aligns itself with 
digital methods (Rogers 2013) as a digital research method to analyze social media platforms. 
Digital methods approaches focus on natively digital objects that are specific to social media 
platforms and the methods that are embedded in those platforms (Rogers 2013, 1). In Digital 
Methods (2013), Richard Rogers46 distinguishes between the natively digital and the digitized 
in regard to both web objects as well as methods. Natively digital objects are web objects that 
are native in a computing sense, that is they are ‘written’ for the medium (Rogers 2013, 19) 
such as the hyperlink, the permalink, the shortened URL, the social button, the tag and the 
API. In contrast, digitized objects such as scanned documents have not been created for the 
web specifically and have ‘migrated’ to it by scanning and uploading (Rogers 2013, 16–19). 
Rogers further develops this distinction between the natively digital and the digitized in 
relation to internet research methods (2013, 19). Digital methods positions itself as an 
assemblage of research methods that are sensitive to the methods embedded in the medium, 
in contrast to applying existing methods from the social sciences and humanities (2013, 19). 
An important aspect of digital methods is to repurpose the methods of the medium and to 
employ their output for social research questions (Rogers 2013, 15). A leading starting point 
in this type of research is to examine how web devices such as social media platforms handle 
natively digital objects and how they can be repurposed for analytical means (Rogers 2013, 
26). How can we make use of tweets, retweets, likes and shares for social and cultural 
questions? My contribution to digital methods has been to employ digital methods techniques 
not necessarily for social research but for medium research, that is, to study the role of the 
platform infrastructure.  

Whereas a large body of digital methods research focuses on repurposing the output of 
devices—the data of social media platforms such as Facebook and Twitter—to answer social 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
46 Richard Rogers is the director of the Digital Methods Initiative (DMI), the New Media & Digital Culture 
research program at the University of Amsterdam. This research group is dedicated to reworking methods for 
internet-related research (Rogers 2013, 19). Since 2007, I have been a founding member of DMI, where my 
contributions have focused on developing methods to study social media. 
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and cultural research questions, I have focused on the question how medium-specific objects 
and methods can be put to use to study platform infrastructure. What are the medium-specific 
features of social media platforms and how can they be employed to explore infrastructural 
changes on the web? How can we make use of natively digital objects to understand the role of 
the platform infrastructure in handling and transforming web objects? So in addition to the 
treatment of existing web-native objects, I wish to emphasize the transformation of web-
native objects by social media platforms into platform-specific objects by studying the 
differences between the input and output of these platforms. Which existing objects have been 
transformed by social media platforms, which new platform objects have been introduced in 
their transformation and with what objectives? In thinking through these questions I would 
like to suggest that a medium-specific view on platforms, or what Langlois et al. call a 
platform perspective (2009), introduces the notion of platform-specific objects in addition to 
web-native objects. Such a distinction allows me to draw attention to the role of the platform 
infrastructure in developing novel methods to analyze the platformization of the web. 

In this dissertation I analyze how social media platforms handle natively digital objects 
such as the hyperlink and also explore how they create new platform-specific objects such as 
APIs, widgets, social buttons, shortened URLs and trackers. I employ these platform-specific 
objects for analytical purposes to put forward new methods to study social media platforms 
and in particular the process of platformization. In chapter 2, I employ the approach of 
disaggregation (Langlois, McKelvey, et al. 2009) by taking the platform apart to examine its 
specific components. This enables me to critically inquire into the ontological distinctiveness 
of platforms, that is their programmability through APIs and associated social plugins, to 
understand how they are weaving themselves into the web. In chapter 3, I propose novel 
methods to reconstruct and map a historical blogosphere using Internet Archive Wayback 
Machine data to analyze changing linking patterns in the blogosphere with the rise of social 
media. This allows me to analyze how social media platforms have introduced new linking 
practices through widgets and how these widgets have transformed the hyperlink structure of 
the blogosphere. In chapter 4, I put forward a method to follow shortened URLs to trace how 
social media platforms have reconfigured the hyperlink. This enables me to explore the role of 
the platform architecture in creating new link types to make external web data platform ready. 
In chapter 5, I develop a method to trace and map the spread of social buttons on websites. 
This allows me to explore how social media platforms are creating data-intensive 
infrastructures on the web to transform web activities into valuable platform data. Finally, in 
chapter 6, I suggest a method to map historical website ecologies, that is, to show the larger 
techno-commercial configurations that websites have been embedded in over time. This 
enables me to understand the changing structure of the website in a platformized web as well 
as the web’s composition at large from the viewpoint of the website. 

By putting forward these novel digital methods for studying social media platforms I aim 
to contribute to the emerging fields of software studies and platform studies and specifically 
their calls for methodological development. In addition, I contribute to digital methods 
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(Rogers 2013) with methods for what I call platform infrastructure studies. Studying 
platformization can be seen as a medium-specific approach to studying the infrastructural 
changes on the web as caused by social media platforms.  
 

Chapter overview 

Each chapter provides a case study examining a different aspect of the platformization of the 
web and its consequences which I discuss in more detail below. The first four case studies 
(chapter 2, 3, 4 and 5) pertain to the double logic of platformization, which is characterized by 
the decentralization of platform features and the recentralization of platform-ready data. The 
first pair (chapter 2 and 3) concerns the extension of social media platforms into the web. The 
second pair of case studies (chapter 4 and 5) examines how social media platforms are 
formatting external web data according to the underlying logic of their platforms. The final 
case study (chapter 6) considers how we can analyze the platformization of the web at large 
through the changing composition of the website. 

In chapter 2 on ‘The platformization of the web’ I trace the rise of the platform model on 
the web in relation to the shift from social network sites to social media platforms. Social 
network sites such as Facebook have often been conceptualized and criticized as walled 
gardens. In this chapter I inquire whether this conceptualization is still the most pertinent 
analytical framework to explore infrastructural changes on the web with the shift from social 
network sites to social media platforms. I explore this shift with a historical perspective on what 
I refer to as the platformization of the web, or the rise of the platform as the dominant 
infrastructural and economic model of the social web. Platformization entails the extension of 
social media platforms into the rest of the web and their drive to make external web data 
platform ready. I explore this double logic of platformization by examining how websites have 
historically enabled their programmability through data exchanges with third parties. Through 
disaggregation (Langlois, McKelvey, et al. 2009), that is by taking the platform apart into 
smaller parts, I locate and examine the components that enable its programmability. I trace 
the evolution of these components for the circulation of content outside of a site’s boundaries: 
XML, widgets and APIs. The analysis shows that the politics of data flows in the 
platformized web have transformed from open standards for interoperability to proprietary 
APIs that adhere to the logic of making external web data platform ready. The specific 
technological architecture of platforms requires a different type of discourse and critique that 
moves beyond the walled garden metaphor by taking the medium-specificity of platforms, 
their programmability, into account.  

In chapter 3 on ‘The coming of the platforms: Rethinking the history of the Dutch 
blogosphere’ I analyze the rise of social media in the Dutch blogosphere and the symbiotic 
relationship between social media platforms and blogs. The blogosphere has played an 
instrumental role in the transition and the evolution of linking technologies and practices. 
This chapter maps historical changes in the Dutch blogosphere and the interconnections 
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between blogs, which—traditionally considered—turn a set of blogs into a blogosphere. I put 
forward novel methods to reconstruct a historical blogosphere and to analyze changes in the 
underlying infrastructure of the blogosphere over time. Specific attention is paid to the 
changing patterns of hyperlinking and especially how social media platforms have introduced 
different forms of linking. This research aims to repurpose the Internet Archive Wayback 
Machine to 1) map the rise and fall of the Dutch blogosphere, 2) analyze infrastructural 
changes in the blogosphere 3) trace and map changing linking technologies and practices in 
the blogosphere in relation to the rise of social media, and 4) study the role of social media 
platforms within the Dutch blogosphere. These aspects together have enabled me to map the 
changing ecology of the blogosphere over time. In this chapter I argue that the rise of social 
media platforms has fundamentally changed the link structure of the blogosphere and that 
current hyperlink network analysis tools are not attuned to analyze the platformization of the 
blogosphere. Therefore, this chapter makes a methodological contribution to hyperlink 
analysis to map the platformization of the blogosphere.  

In chapter 4 on ‘The algorithmization of the hyperlink: Making data platform ready’ I 
examine the changing role of the hyperlink with the introduction of social media platforms. In 
this chapter I have looked into the history of the hyperlink from a medium-specific 
perspective by analyzing the technical reconfiguration of the hyperlink by web devices such as 
search engines and social media platforms over time. Hyperlinks may be seen as having 
different roles belonging to specific periods, including the role of the hyperlink as a unit of 
navigation, a relationship marker, a reputation indicator and a currency of the web. The 
question here is how web devices have contributed to constituting these roles and how social 
media platforms have advanced the hyperlink from a navigational device into a data-rich 
analytical device. By following how hyperlinks have been handled by search engines and social 
media platforms, and in their turn have adapted to this treatment, this study traces the 
emergence of new link types and related linking practices. The focus is on the relations 
between hyperlinks, users, engines and platforms as mediated through software and in 
particular on the process of link shortening by social media platforms. The important role 
these platforms play in the automation of hyperlinks through platform features and in the 
reconfiguration of the link as database call is illustrated in a case study on link sharing on 
Twitter. The automated reconfiguration of the link into an analytical device so as to become 
part of an algorithmic system is what I refer to as the algorithmization of the hyperlink. I 
demonstrate the changing role of the hyperlink in the web as platform, where the link 
becomes a database call and a device to make data platform ready. In this chapter I have 
developed a novel method to follow shortened URLs by mapping their redirect paths to map 
and analyze the role of the platform infrastructure in turning the hyperlink into an analytical 
tool. 

In chapter 5 on ‘The Like economy: Social buttons and the data-intensive web’ I examine 
Facebook’s ambition to extend into the entire web by focusing on social buttons and 
developing a medium-specific platform critique. The chapter contextualizes the rise of buttons 
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and counters as metrics for user engagement and links them to different web economies. 
Facebook’s Like buttons enable multiple data flows between various actors, contributing to a 
simultaneous de- and recentralization of the web. They allow for the instant transformation of 
user engagement into numbers on button counters, which can be traded and multiplied but 
also function as tracking devices. The increasing presence of buttons and associated social 
plugins on the web creates new forms of connectivity between websites beyond hyperlinks, 
introducing an alternative fabric of the web. This chapter presents a novel method that 
repurposes the browser plugin Ghostery to map these data connections which are creating a 
data-intensive infrastructure on the web. Whereas Facebook claims that social buttons 
promote a more social experience of the web, this chapter argues that these buttons are part of 
a technical infrastructure in which social activities are turned into valuable data, 
conceptualized as a so-called “Like economy”. I argue that the platformization of the web has 
shifted the currency of the web from web-native links to platform-native likes. 

Chapter 6 on ‘Website ecologies: Redrawing the boundaries of a website’ builds on the 
previous chapters and shows that websites in the web as platform have become increasingly 
shaped by dynamically-generated third-party objects and functionality such as embedded 
content, social plugins and advertisements. This draws attention to the larger techno-
commercial configurations of the web that these websites are embedded in. In these 
arrangements data flows in structured exchanges between websites, users and platforms, as 
well as third parties such as advertisers, tracking companies and social media aggregators. In 
this chapter I reconceptualize the study of websites as website ecology which analyzes how 
various relations between various actors on the web have become inscribed in a website’s 
source code. The archived website as an object of study becomes a site to study the changing 
ecologies of the web. In this chapter I present a methodology to reconstruct historical website 
ecologies by using the source code from archived websites from the Internet Archive Wayback 
Machine. That is, I employ third-party objects in websites to study a website’s ecosystem as a 
way to examine the spread of platformization. In addition, I put forward a way to employ the 
affordances of social media platform APIs to retrieve missing platform content in archived 
websites. 
 

Platform infrastructure studies 

In this dissertation I develop a critique of the shift from social network sites to social media 
platforms through the notion of platformization and its consequences in five case studies. The 
dual logic of platformization—the decentralization of platform features and the 
recentralization of platform ready data—draws attention to the role of the platform 
infrastructure in social media’s distribution across the web. In particular, examining 
platformization shows how social media platforms have developed platform-native objects to 
weave themselves into the web to turn other online web spaces into instantiations of social 
media. This dissertation is a contribution to the emerging fields of software studies and 
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platform studies via digital methods to study the effects of social media on the web’s 
infrastructure. Ultimately, I propose a new branch of platform studies that I call platform 
infrastructure studies, which analyzes the ecosystem of software platforms with digital 
methods, to which I will return in the conclusion in more detail.  
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2. The platformization of the web 

 
Social networks such as Facebook have often been conceptualized and critiqued as so-called 
“walled gardens” (Arora 2014; Berners-Lee 2010; boyd 2007a; Bruns 2008b; McCown and 
Nelson 2009; Olsen 2006; Quiggin 2013, 96; Rogers 2013, 159; Van Dijck 2013c, 167). 
Media and communications scholar Payal Arora describes how the spatial metaphor of the 
walled garden functions as a way to comprehend the architecture of social networks in terms 
of accessibility, inclusion and exclusion and commodification (2014). She argues that the 
metaphor is employed to understand social networks as enclosed online spaces in relation to 
the privatization of the web (2014, xv). This privatization is often framed as a move away from 
the open web towards closed web platforms and apps (Anderson & Wolff, 2010; Berners-Lee, 
2010; Zittrain, 2009). Tim Berners-Lee, founder of the world wide web, describes the open 
web as a web built on open web standards in contrast to sites built with proprietary standards 
which create closed spaces (2010, 83). So the idea of an increasingly closed web partially stems 
from this critique of social network sites as walled gardens.  

In this chapter I inquire whether the conceptualization of social network sites as walled 
gardens is still the most pertinent analytical framework to explore infrastructural changes on 
the web with the shift from social network sites to social media platforms. I explore this shift 
with a historical perspective on, what I refer to as, platformization, or the rise of the platform 
as the dominant infrastructural and economic model of the social web and its consequences. 
Platformization entails the extension of social media platforms into the rest of the web and 
their drive to make external web data platform ready. The specific technological architecture 
of platforms, I argue, requires a different type of discourse and critique that moves beyond the 
walled garden metaphor by taking the medium-specificity of platforms into account. In doing 
so, I follow Ganaele Langlois et al.’s call for a “platform-based perspective” (2009), which, 
according to Fenwick McKelvey, should critically inquire into the programmability of 
platforms (2011). I position platformization as a form of platform critique that inquires into 
the dynamics of the decentralization of platform features and the recentralization of platform 
data as a way to examine the consequences of the programmability of platforms. 

The chapter is organized as follows: First, I focus on the concept of the platform as the 
prevalent way to conceptualize social media. However, before the term “platform” became a 
dominant concept social network sites were often discussed in terms of walled gardens and I 
start there by situating the walled garden concept within a larger historical trajectory of open 
and closed information system architectures. Next, I focus on the different aspects of walled 
garden critiques by focusing on Facebook, the social network most frequently associated with 
the term walled garden. Interestingly enough, Facebook founder Mark Zuckerberg has always 
been reluctant to call Facebook a social network and instead positions it as a platform 
(Arrington 2008; Locke 2007). This statement is seen within the context of Tim O’Reilly’s 
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idea of Web 2.0 as the web as platform and the rise of the platform infrastructure on the web. 
I locate the platformization of the web in the moment that all major social network sites have 
started to offer Application Programming Interfaces, APIs. APIs make website data and 
functionality accessible to other services and, I argue, have turned social network sites into 
social media platforms. I trace this platformization by examining how websites have historically 
enabled their programmability through data exchanges with third parties and the politics of 
these data flows.  

I pose that the new architectural model of the platform has challenged the 
conceptualization of social network sites as walled gardens. It has explicitly opened up 
websites by enabling their programmability with a software interface for third parties. While 
this could be seen as the walled garden becoming more porous, I rather draw on Alan Liu’s 
notion of “data pours” to understand platforms as pouring data systems that set up data 
channels to enable data flows between the platform and third parties. I conclude by describing 
how these data pours do not only set up channels for data flows between social media 
platforms and third parties, but also how these data channels make external web data platform 
ready.  
 

A material-technical perspective on social media platforms 

The term “platform” has become the dominant concept for social media companies to position 
themselves in the market and address users and has been widely taken up by consumers, the 
trade press and academics (Gillespie 2010, 348). Within new media studies the platform 
concept has gained prominence to draw attention to the “discursive work” they undertake 
(Gillespie 2010, 348) and to the role of software—which powers social media—in shaping 
participation and sociality (Langlois, McKelvey, et al. 2009; Bucher 2012b; Van Dijck 2013c; 
Hands 2013; Clark et al. 2014).  

In one of the most central discussions on platforms, Tarleton Gillespie puts forward a 
rather open account of platforms by focusing on the different connotations of the term (2010). 
In the computational sense Gillespie defines a platform as an infrastructure to build 
applications on (2010, 349). However, Gillespie contends, Web 2.0 companies have 
introduced a broader meaning of the term platform that moves beyond its computational 
meaning (2010, 351): 

This more conceptual use of ‘platform’ leans on all of the term’s connotations: computational, 
something to build upon and innovate from; political, a place from which to speak and be heard; 
figurative, in that the opportunity is an abstract promise as much as a practical one; and 
architectural, in that YouTube is designed as an open-armed, egalitarian facilitation of expression, 
not an elitist gatekeeper with normative and technical restrictions (Gillespie 2010, 352). 

Gillespie argues that the more conceptual use of the term enables platforms to bring 
various actors together. They address developers with the computational meaning and evoke 
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the other connotations to address other actors such as users, advertisers and clients (2010, 
352). Gillespie actually describes what in economics Jean-Charles Rochet and Jean Tirole call 
the business model of a “multi-sided market” in which a platform enables interactions between 
two or more distinct parties (2003, 990).47 Facebook is an example of a multi-sided platform 
that creates value by connecting users, advertisers and third-party developers and is 
characterized by network effects, as value increases for all parties as more people use it (Hagiu 
2014). 

In his work Gillespie emphasizes the participatory and economic aspects of platforms 
over their computational dimension by stating that “‘[p]latforms’ are ‘platforms’ not necessarily 
because they allow code to be written or run, but because they afford an opportunity to 
communicate, interact or sell” (2010, 351). Other authors, such as Ian Bogost and Nick 
Montfort, suggest a more narrow focus on platforms by foregrounding their computational 
aspect (2009). In what follows I am interested in developing such computational account of 
platforms further to examine the work that platforms do (c.f. Gillespie 2010) from a material-
technical perspective.  

Bogost and Montfort refute the idea that “everything these days is a platform” and call for 
taking platforms as computational infrastructures seriously (2009). As addressed in the 
introduction, they see the platform, in its computational sense, as an understudied layer of 
new media (2009). To address this blind spot, Bogost and Montfort introduce “platform 
studies,” a call for a “technical rigor and in-depth investigation of how computing technologies 
work” to analyze “the connection between technical specifics and culture” (Montfort and 
Bogost 2009, vii). Following Bogost and Montfort’s call, I wish to draw attention to the 
importance of analyzing technological platforms in the computational sense.  

Previously, in a special issue on Platform Politics, edited by Joss Hands, Greg Elmer and 
Ganaele Langlois, a number of authors have examined “the technological affordances of 
platforms in relation to their political, economic and social interests” as an important site 
where “platform politics” play out (Hands 2013; Langlois and Elmer 2013). In this issue, 
Taina Bucher examines how Facebook employs its platform infrastructure to collect, process 
and manage user data for organizing attention within the platform (Bucher 2012a, 7). 
Likewise, I am interested in the role of platform infrastructure, not in “shaping forms of 
sociality” (Bucher 2012a, 7), but in the reshaping the web as a consequence of the 
programmability of platforms.  

My approach is based on what Langlois et al. refer to as “disaggregation” as a way to 
critically examine social media platforms by taking them apart and inquire into their specific 
components (Langlois, McKelvey, et al. 2009). In this chapter I trace and focus on the 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
47 While it is outside of the scope of this dissertation to engage with this perspective, Bernhard Rieder and 
Guillaume Sire make an important call for extending our current analysis of platforms within new media studies 
with such insights from microeconomics (2013, 197). Studying platforms as multi-sided markets, they argue, “can 
extend analyses of concrete configurations of power and identify control points, structural dynamics and crucial 
resources for argumentation” (Rieder and Sire 2013, 208). 
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elements that make a platform programmable to analyze the politics of platforms through 
their programmability. This contribution to platform studies and social media studies lies in a 
detailed material-technical perspective on the development and emergence of what we 
understand as social media platforms today. Before the platform concept gained prominence 
however, social media such as Facebook were often discussed as walled gardens, as social 
networks.  
 

Walled gardens: On open and closed information technologies 

In the late 80s and early 90s, the walled garden concept was introduced to describe the 
proprietary and pre-web networks of online service providers such as CompuServe, Prodigy 
and AOL (Anderson, 2012, p. 58; Quiggin, 2013, p. 96; Zittrain, 2009, p. 29). According to 
communications scholar Patricia Aufderheide, AOL pioneered the walled garden model 
online as a business strategy which “attempts to turn users of networked communications into 
customers of a proprietary environment” (2002, 518). AOL adopted this model by providing 
its own content and services within the confines of its proprietary network (Wu 2011, 262). 
However, this closed model would be challenged by the increasing popularity of internet 
services like the world wide web. 

Initially, AOL “refused its subscribers access to the Internet beyond its walled garden” 
(Wu 2011, 265) and it was not until 1995 that it started to offer partial access to the web. 
AOL presented the web as an unruly space and mediated the web experience of its members 
by incorporating the web into the structured AOL environment to homogenize the online 
experience (Patelis 2000, 52–53). AOL’s integrated browser did not give full access to the 
web, but instead, provided restricted access to web content to “enhance” AOL’s content 
channels in order to make “the Web feel like part of AOL, rather than like a foreign land” 
(AOL Annual Report 1995, 11). So while AOL partially opened the gates of its walled 
garden to let web content in, it reformatted this external web content to make it part of AOL. 
Eventually, the rise of broadband services which gave direct access to the internet and the 
popularity of the web contributed to the decline of AOL as a service provider (Wu 2011; 
Zittrain 2009, 254). 

In the mid 2000s, the walled garden concept gained traction again with the rise of social 
network sites as “virtual gated communities” (Watkins 2010, 68). Primarily Facebook was 
understood as a walled garden because it was initially only available to Harvard students (boyd 
and Ellison 2008; Tufekci 2008).48 The idea of web technologies such as social network sites 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
48 With over 581,000 hits on Google and 2,350 results on Google Scholar on January 15, 2015, Facebook has 
become the most often associated social network with the term walled garden. Facebook was chosen as the prime 
example because it is the number one social network according to web analytics provider Alexa and it is most 
associated with the term walled garden on Google and Google Scholar.  
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as walled gardens has a longer history in the characterization of computing architectures in 
terms of open and closed. 

The walled garden business strategy is based on a closed architecture to maintain control 
over a system and its users (Aufderheide 2002) and can be traced back to computer systems 
and economics literature that address vendor lock-in. Economists Paul David (1985) and 
Brian Arthur (1989) describe how a technology may become dominant because of economies 
of scale and network effects causing lock-in. If the costs of switching to a different technology 
are too high this may even lead to being locked into an inferior technology such as the 
QWERTY keyboard (David 1985). Within the computer industry the history of vendor lock-
in is often traced back to IBM’s System/360 mainframe (Moschella 1997, 5). The IBM 
System/360 was a family of compatible computers for which software could be written once 
and scale to different machines (Steinmueller 1996, 24). It was an attractive investment 
because customers could purchase a small machine and easily expand or upgrade because of 
IBM’s compatibility approach. A second issue that contributed to vendor lock-in was IBM’s 
decision to bundle the software of System/360 with the hardware rental as part of IBM’s 
business model (Zittrain 2009, 12). The eventual unbundling of hardware and software 
opened the system up to third-party developers and gave birth to the software industry 
(Steinmueller 1996, 25).  

In his book The Master Switch, law scholar Tim Wu describes how information systems, 
such as the IBM System/360, are often going through cycles of open and closed phases (2011, 
6). He sees this pattern repeating in relation to the open internet which is threatened by forces 
of centralization and closed networks (Wu 2011). Similarly, law scholar Jonathan Zittrain 
provides a historical trajectory of what he calls “generativity” to describe the openness of 
systems (2009, ix). According to Zittrain, the PC and the internet are generative systems 
because “they were designed to accept any contribution that followed a basic set of rules” and 
claims that this openness fosters innovation (2009, 3). However, Zittrain sees the generativity 
of the internet as being undermined with the move towards “appliancized networks” that enact 
a specific model of lockdown with central points of control over content and access (Zittrain 
2009, x & 8). In an interview, Zittrain describes how “[t]he future of the Web may be its past: 
an abandonment of open standards and services […] and a return to the gated communities 
that offered consistency and security–and also lock-in” (as cited in Grifantini 2008).  

The growth and success of the web has been attributed to its open architecture which is 
based on egalitarian principles (Berners-Lee 2010, 80). From the beginning, the technical 
design of the web has been associated with the idea of openness since it has been built on the 
egalitarian principles of universality and interoperability (Berners-Lee 2010, 82; Bodle 2011, 
324). Universality means that anything can link to anything and this principle has guided the 
design of open standards and protocols for the web (Berners-Lee 2010, 82), encouraging 
interoperability on the web (Bodle 2011, 325). Within systems engineering interoperability 
refers to the principle of making system connections compatible (Geraci 1991, 217). Social 
media platforms such as Facebook, Bodle contends, employ interoperability to facilitate 
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participation and sharing between platforms and third-parties whilst at the same time using 
these mechanisms to achieve market dominance and lock-in thereby challenging the openness 
of the web (2011, 328). The open architecture of the web forms the foundation from which 
more recent walled gardens critiques are formulated.  

An important aspect is that access to social network sites is usually password-protected 
(McCown and Nelson 2009). Most or all social network data and functionality is available to 
logged-in users and authenticated apps only as the password is key to entering the walled 
garden. 49 The password-protected environment of Facebook enables users to “construct a 
notion of ‘private’ and, even more importantly, contextualized publics” (boyd 2007a). In 
addition, users employ privacy and visibility settings to further “wall off” their profiles from 
other users (Tufekci 2008, 34).  

Second, they are characterized by data lock-in since all data and content are locked into 
the network (McCown and Nelson 2009, 251). Even if APIs exist, they are often tightly 
managed and enforce restrictions on access to data (Bucher 2013). Tim Berners-Lee describes 
how the architecture of social networks turns them into “closed silo[s] of content” (2010, 82). 
If a user uploads a photo to Facebook, the connection between the user and the photo exists 
within Facebook’s platform only. In addition, a password is required to enter the gate of the 
walled garden to access the photo. While the photo has a link, this link identifies the object in 
Facebook’s database and can only be accessed by a logged-in Facebook user or authenticated 
app with the right permissions.50 Tim Berners-Lee argues that the creation of these so-called 
data silos, which are walled off from the rest of the web, pose a threat to the openness of the 
web (2010). As users become locked into these sites, Berners-Lee continues, “the more the 
web becomes fragmented” and less of “a single, universal information space” (2010, 82). 

Third, related to the issue of data lock-in is the lack of data portability and 
interoperability. Tim Berners-Lee sees the development of common protocols to enhance the 
interoperability of the web as an important way to maintain the web’s universality principle 
(2000, 94). In addition, he argues for keeping “the conduit separate from the content” so the 
web does not become fragmented and therewith ceases to be universal (2000, 94). However, 
many social network sites threaten these ideas by disabling interoperability through 
“incompatible data formats and noninteroperable access protocols – that enclose isolated user 
communities” (Bruns 2008b). Robert Bodle argues that this is often used to support anti-
competitive practices against other platforms, where each platform tries to control their data 
flows by locking in users or by shutting down access to user information or data flows from 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
49 Here, I distinguish between logged-in users who gain access to content and functionality in the front-end, 
Facebook’s interface, and authenticated apps that gain access to content and functionality in the back-end, 
Facebook’s database, through the API. It is important to note that the content and functionality that is available 
through the front-end and the back-end is different.  
50 A link to a photo in Facebook specifies the photo’s ID number in Facebook’s database, e.g.: 
https://www.facebook.com/photo.php?fbid=10152937045890586&set=pcb.10152937056105586&type=1 
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rivals (2011, 323).51 Whereas interoperability refers to the compatibility of systems, the related 
idea of data portability refers to the ability to reuse one’s own profile and data across various 
social network sites (Bojars et al., 2008, 6). While Facebook allows you to download parts of 
your own data,52 it cannot be imported into and used in another network. This lack of data 
portability is seen as another threat to the web’s universality as it locks users into a particular 
platform. 

Fourth, social networks often do not allow search engine crawlers to index them (Stross 
2009, 30; Tufekci 2008, 23). Facebook is largely inaccessible to search engines like Google 
because it prohibits search engine crawlers from indexing its content.53 Billions of pieces of 
proprietary data are shielded off from search engine crawlers by what Wired Magazine refers to 
as ‘The Great Wall of Facebook’ (Vogelstein 2009). This wall is created by Facebook’s 
robots.txt, a text file on Facebook’s server that contains instructions for search engine crawlers 
about which parts of the site may or may not be indexed.54 In a series of articles on ‘The Battle 
for the Internet’ by The Guardian, Google co-founder Sergey Brin portrays the walled gardens 
of Facebook and Apple as “a threat to the freedom of the web” undermining the internet’s 
principles of openness and universal access (as cited in Katz 2012). Of course, Brin’s claims 
should be seen in the light of the fact that Facebook challenges Google’s indexing practices 
which are based on openly crawlable content.55  

These critiques of Facebook as a walled garden address the architecture of the social 
network in its early stages, however when we look at Facebook today, they only still party 
apply. Whereas Facebook was initially designed as a closed system and has operated as such 
for years, it has developed itself into the opposite direction by complementing its data 
centralization with carefully regulated openness (cf. Bodle 2011). This strategic opening, I 
argue, is the result of Facebook’s development as a platform. 

 
  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
51 For example, six months after Facebook acquired Instagram, competitor Twitter disabled Instagram’s photo 
integration. This is why authors like Anja Bechmann favor the term “intraoperability” over “interoperability” in 
relation to social media platforms to indicate that these platforms are not involved in symmetrical power relations 
(2013, 75).  
52 https://www.facebook.com/help/405183566203254 [Accessed 17 March 2015]. 
53 Search engines crawlers are permitted to index public Facebook content which includes basic profile information 
and posts on Facebook Pages and public groups, see: https://www.facebook.com/help/203805466323736 and 
https://www.facebook.com/help/186212491428940 [Accessed 17 March 2015]. 
54 Robots.txt is an advisory protocol but honored by all major search engines. 
55 In the context of Facebook it is currently unknown what percentage of content shared on Facebook is posted as 
public and can be crawled. 
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Facebook: Social network site or platform? 

Facebook has often been treated as a social network site, defined by boyd & Ellison as: 

web-based services that allow individuals to (1) construct a public or semi-public profile within a 
bounded system, (2) articulate a list of other users with whom they share a connection, and (3) 
view and traverse their list of connections and those made by others within the system (2008, 211).  

boyd & Ellison prefer the term “social network site” over “social networking sites” 
because the former emphasizes how these sites primarily articulate existing social networks 
while the latter focuses on the act of networking, on finding new connections (2008, 211). In 
the early days of Facebook, the site focused on existing connections by design as group 
membership was bound to a user’s university address and full user profiles were only available 
to members of the same college network (boyd and Ellison 2008, 218; Tufekci 2008, 22). 

However, Facebook has always carefully refrained from calling itself a social network 
(Arrington 2008; Locke 2007). Rather, over time Facebook founder Mark Zuckerberg has 
framed Facebook as a “social directory” (Facebook Newsroom 2006), a “social utility” 
(Facebook Newsroom 2006) and a “platform” (Facebook Newsroom 2007). In his book The 
Facebook Effect on the history of Facebook, author David Kirkpatrick describes how 
Zuckerberg has always envisioned Facebook as a “platform” for other applications to run on 
since its inception as TheFacebook in 2004 (2010, 215–217):  

He [Zuckerberg] wanted to do for the Web what Gates did for the personal computer: create a 
standard software infrastructure that made it easier to build applications—this time, applications 
that had a social component. ‘We want to make Facebook into something of an operating system, 
so you can run full applications,’ he [Zuckerberg] explained (D. Kirkpatrick 2010, 217). 

In the Fall of 2004, Zuckerberg was working on another software project alongside 
TheFacebook called Wirehog, “a peer-to-peer content-sharing service” (D. Kirkpatrick 2010, 
44). Wirehog was integrated into Thefacebook to make use of its friendship connections to 
share content in TheFacebook with friends. Zuckerberg saw it as “the first example of treating 
Thefacebook as a platform for other types of applications” (Kirkpatrick 2010, 99–100). So 
instead of a social network, Mark Zuckerberg has seen and has come to realize Facebook as a 
platform from the beginning. Facebook’s development as a platform should be perceived in 
the wider context of Web 2.0 as “the web as platform” (O’Reilly 2005), in which the web was 
positioned as development platform.  
 

Web 2.0: The web as platform 

Social network sites are seen as a specific type of Web 2.0 application (Beer and Burrows 
2007) or type of social media (Van Dijck 2013c, 8). Web 2.0 or “the participatory web” is 
often understood as a wide set of applications that foster collaboration and participation 
(Madden and Fox 2006). The term was popularized at the first Web 2.0 conference in 2004, 



34  

when Tim O’Reilly rhetorically repositioned the web as “Web 2.0.” In the opening lecture, he 
defined Web 2.0 as “the web as platform,” a phrase used to situate the web as a “robust 
development platform” in which “websites become software components” (O’Reilly and 
Battelle 2004).  

O’Reilly puts the computational meaning of the term platform at the center of the web as 
platform concept. With Web 2.0, the web as platform, O’Reilly no longer saw the web just as 
a medium for publishing information—which he retrospectively labeled Web 1.0—but as an 
infrastructure to build applications on, an operating system that could deliver software services 
(2005). Therefor, Matthew Allen argues, we should see Web 2.0 as “rhetorical technology” in 
which “the computing industry attempted to change the way we think of the internet” (2013, 
264). This new narrative of the web positioned the web as a software development platform 
and not just as a new publishing channel (Allen 2013, 264).  

However, this original and more computational definition of Web 2.0 as “the web as 
platform” did not catch on after the conference, Robert Gehl argues (2010, 26–37). Instead, 
Gehl claims, Web 2.0 was seen as a revival of the industry after the dotcom crash and, even 
more so within public and academic debates, as a revolution that would reshape the media 
landscape (2010, 26–37). Web 2.0 technologies were seen as blurring the boundaries between 
production and consumption (Bruns 2008a), giving rise to new forms of user participation as 
part of an online “participatory culture” (Jenkins 2006). So while the original definition of 
Web 2.0 implied making use of the web as a computational platform, it would be embodied in 
a more metaphorical sense (c.f. Gillespie 2010), as a platform for participation with the 
associated rhetoric of “empowerment” and “democratization” (Beer 2009, 986).  

In order to shift the focus from this broader conceptual notion of platforms back to a 
more narrow computational understanding I wish to further explore the technological 
development of software platforms on the web and in particular social media platforms. This 
allows me to examine the consequences of Facebook’s development not as a social network site 
but as a social media platform. 
 

From social network sites to social media platforms 

In the next part I discuss how websites can become platforms by attending to another 
computational definition of platform, provided by Netscape founder Marc Andreessen in a 
blog post discussing Facebook’s new platform: 

Definitionally, a ‘platform’ is a system that can be reprogrammed and therefore customized by 
outside developers -- users -- and in that way, adapted to countless needs and niches that the 
platform's original developers could not have possibly contemplated, much less had time to 
accommodate (Andreessen 2007a). 
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For Andreessen the key term in this definition of a platform is programmable, which 
eradicates the more conceptual uses of the term: “If you can program it, then it's a platform. If 
you can't, then it's not” (Andreessen 2007b).  

The programmability of Web 2.0 platforms, so Fenwick McKelvey argues, offers a novel 
line of criticism within platform studies that starts with asking how a platform enacts its 
programmability (2011). So how does a social media platform become a platform? Here, I draw 
from Evans et al.’s definition of software platform as “a software program that makes services 
available to other software programs through Application Programming Interfaces (APIs)” 
(2006, vii).  

In order to become a platform, a software program needs to provide an interface that 
allows for its (re)programming. This interface is called an Application Programming Interface 
(API) which provides developers access to data and functionality:  

An API is an interface provided by an application that lets users interact with or respond to data 
or service requests from another program, other applications, or Web sites. APIs facilitate data 
exchange between applications, allow the creation of new applications, and form the foundation 
for the ‘Web as a platform’ concept (Murugesan 2007, 36). 

Returning to O’Reilly’s positioning of the web as a development platform for new services, 
these services themselves can also become platforms by providing an API.56 One of the prime 
sources on APIs on the web, the website Programmable Web, explains how APIs are at the 
center of turning websites into platforms: ‘The phrase ‘web as platform’ refers to fact that as 
web sites start providing their own APIs, they too are becoming a platform on which other 
programs can be built” (Programmable Web, n.d.). This has been framed as a shift “[f]rom 
web page to web platform” since “the nature of what a site can be has changed. Rather than 
being part of a publishing system, Web sites are becoming programmable, much like a PC's 
operating system” (LaMonica 2005). For example, photo sharing website Flickr is a platform 
because it offers an API that can be used by developers to build new applications on top of 
Flickr. A developer can write a script that requests the latest 100 images tagged with ‘flower’ 
from the Flickr API and display these images on her own website.  

This means that a website can have two different interfaces: a user interface for human 
consumption and a software interface for machine consumption. This software interface, the 
API, makes a website programmable by offering structured access to its data and functionality 
and turns it into a platform that others can build on. To extend this line of thinking further, I 
place APIs at the core of the shift from social network sites to social media platforms. The 
moment social network sites start to offer APIs, I argue, they turn into social media platforms 
by enacting their programmability.  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
56 This draws our attention to the use of platform as a recursive concept, as put forward by software developer Dave 
Winer, whom from early on saw the internet as a meta-platform or ‘platform machine’ which can be used to build 
new platforms on (1995). 



36  

The platformization of the web 

Within the field of media studies social media APIs have been understood as the 
technological glue of the social web in connecting services and enabling the sharing of content 
(Langlois, McKelvey, et al. 2009; Bucher 2013; Bodle 2011), as protocological objects (Bucher 
2013), as regulatory instruments that govern the relations between the platform and third 
parties (Puschmann and Burgess 2013), as the business model of the social web57 (Bodle 2011; 
Bucher 2013) and as tools that construct data for the data market (Vis 2013). Most 
prominently, APIs have been used and discussed as “a method for data collection on social 
media platforms” (Lomborg and Bechmann 2014). Less attention has been paid, however, to 
the history of social media APIs,58 that is, their emergence on the web as part of the material 
infrastructure of social media platforms and the consequences of the adaptation of the 
platform model. One of the most comprehensive accounts so far has been documented by 
technology blogger Kin Lane who brands himself as “API Evangelist” and who has been 
studying “the business and politics of APIs” since 2010.59  

Lane traces the historical emergence of web APIs that target external developers back to 
the early 2000s, when Salesforce (1999), eBay (2001) and Amazon (2002) started to offer 
APIs as business-to-business solutions for e-commerce (2012). This first generation of web 
APIs, mainly provided by e-commerce companies, focused on exchanging data between 
different business applications to enable transactions and sales management (Lane 2012). For 
example, Amazon’s Web Services platform enabled third-party websites to search their 
catalogue, display Amazon products and earn referral fees from purchases from their own sites 
(Amazon 2002). In doing so, Amazon used their API to extend their service into other 
websites. In the mid 2000s a new generation of web APIs, provided by social network sites, 
shifted the focus from sales transactions to access to user generated content, user information 
and their connections (Lane 2012). 

In 2003, social bookmarking site del.icio.us started offering programmatic access to its 
site, followed by Flickr (2004), YouTube (2005), Last.fm (2006), Facebook (2006) and 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
57 As part of what the industry calls the “API Economy” to refer to “[t]he emerging economic effects enabled by 
companies, governments, non-profits and individuals using APIs to provide direct programmable access to their 
systems and processes” (Willmott and Balas, n.d.). 
58 A notable exception within media studies is the work of Taina Bucher on ‘Objects of Intense Feeling: The Case 
of the Twitter API’ (2013) in which she provides a historical background of the role of APIs in software 
engineering and briefly discusses early public web APIs.  
In addition Yu and Woodard analyzed “the structure and dynamics of the Web 2.0 software ecosystem by 
analyzing empirical data on web service APIs and mashups” (2009). They traced the evolution of this ecosystem 
using the API repository provided by the website http://www.programmableweb.com/ [Accessed 16 March 2015].  
ProgrammableWeb is one of the prime resources for API statistics and they have maintained an API directory 
since 2005. The directory is updated daily and currently lists over 13,000 APIs. Their mashup directory lists 
applications that have been built on top of these APIs. In 2002 ProgrammableWeb published an API timeline, 
which has been valuable for this research, showing the growth of APIs per year and highlighting the introduction 
of particular APIs (DuVander 2012).  
59 See http://kinlane.com/about/ and http://history.apievangelist.com/ [Accessed 16 March 2015]. 
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Twitter (2006) after which many other social network sites announced their APIs (Lane 2012; 
DuVander 2012). Robert Bodle describes how these sites made their content and functionality 
available as part of a business strategy in which third parties can add value to a platform by 
building new services on top of it (2011, 325). He explains how Tim O’Reilly advocated 
businesses to pursue a platform strategy by opening up their valuable data to achieve platform 
lock-in (2011, 325). In his Web 2.0 manifesto O’Reilly further encouraged the reuse of data 
with the recommendation to “design for ‘hackability’ and “remixability’” by offering third 
parties access to data and services (2005). O’Reilly positioned data as the “building blocks” of 
Web 2.0 (2005) and the availability of data through APIs has made websites programmable. 
The access to data through APIs has given rise to the typical Web 2.0 practice of creating 
mashups, that is building new applications by remixing data and functionality from existing 
sources using APIs (Benslimane, Dustdar, and Sheth 2008). Web 2.0 has therefore also 
become known as “the programmable web” (O’Reilly 2005; Anderson 2012) in which websites 
have become platforms by offering interfaces that offer access to their data that can be reused. 

Marc Andreessen describes how the programmability of internet-based software 
platforms can be facilitated on three different levels, producing what he sees as three types of 
internet platforms. Andreessen describes that most social media platforms provide a so-called 
Level 1 or “Access API.” Here, external developers can access a platform’s data and 
functionality by making API calls (Andreessen 2007b). The API is accessed “from outside the 
core system” which means that “the developer’s application code lives outside the platform” 
(Andreessen 2007b). Photo sharing service Flickr is an example of an Access API, where a 
developer can build a third-party application such as a slideshow viewer to show photos tagged 
with “sunset” by using the Flickr API to access this data. In this scenario the code of the 
application is located on an external server and the application outside of Flickr. The 
programmability of a Level 1 platform is characterized by access to data and functionality to 
create new applications. This means that developers can build new applications on top of the 
platform but not reprogram the platform itself. 

The second approach, the Level 2 “Plug-In API” allows developers to “build new 
functions that can be injected, or ‘plug in’, to the core system and its user interface” 
(Andreessen 2007b). Andreessen uses Facebook as an example of a Plug-In API since it does 
not only allow developers to access data and functionality from Facebook to build new 
applications (similar to an Access API) but it also allows for loading and using this application 
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within the Facebook environment itself.60 However, the code for this third-party application is 
still located outside of the Facebook platform (Andreessen 2007b).61  

In the third platform approach, the Level 3 “Runtime Environment,” the third-party 
applications run within the runtime environment of the platform itself (Andreessen 2007b). 
Andreessen explains that this approach is most similar to ‘traditional’ computing platforms 
with an operating system such as Windows where developers built applications that are 
executed within Windows itself (Andreessen 2007b). The platform as runtime environment is 
the least common approach on the web since it requires offering a more complicated 
environment with a technical framework for developers as well as database and storage 
management (Andreessen 2007b).62 The programmability of social media platforms is 
typically enabled through an Access API or Plug-In API. More specifically, in the terms of 
Andreessen, the most common type of social media platform is the Level 1 Access API 
(Twitter, Facebook, Tumblr, Instagram), followed by the Level 2 Plug-in API (Facebook).63 

By distinguishing between different types of platforms Andreessen demonstrates how 
individual platforms may be critiqued according to their level of programmability. In what 
follows I develop a platform critique that revolves around the notion of ‘platformization’ to 
study and develop a critique of the programmability of social media platforms through their 
extension into the web. I start by tracing how websites historically have enabled their 
programmability through the exchange of data, content and functionality with third parties 
thereby outlining three pre-conditions for the platformization of the web.  
 

The separation of content and presentation  

Most websites are created using the HyperText Markup Language (HTML), which describes 
the content and presentation of a web document. Since HTML is a presentation technology 
designed for human consumption and many HTML websites are ill-formatted, it is difficult 
for a machine to extract and process structured information from a website (Myllymaki 2002, 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
60 In their developer documentation Facebook explains how this works: “Apps on Facebook are web pages loaded 
into a Canvas frame. The Canvas frame is simply a blank canvas within Facebook on which to run your app. You 
populate the Canvas frame by providing a Canvas URL that contains the HTML, JavaScript and CSS that make 
up your app. When a user loads your Canvas app on Facebook, we load the Canvas URL within an iframe on that 
page. This results in your app being displayed within the standard Facebook chrome” (Facebook Developers n.d.). 
61 As described in the previous footnote, the Canvas URL points to the external host where the app is located 
which is then loaded within an iFrame in Facebook. 
62 Andreessen’s examples of Level 3 Runtime Environment platforms include Salesforce which allows users to 
inject their own code and Andreessen’s own Ning platform “for creating and running social networking 
applications” (2007b). Despite Andreessen’s claim that all “platforms are good, period” he does state that “I call 
these Internet platform models "levels", because as you go from Level 1 to Level 2 to Level 3, as I will explain, each 
kind of platform is harder to build, but much better for the developer.” In this sense he promotes Level 3 platforms, 
including his own Ning, as being the ‘best’ platforms for developers. 
63 Level 3 "Runtime Environment" platforms are mostly located in the business-to-business domain such as 
SalesForce or Amazon. 
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635). The Extensible Markup Language (XML) addresses these issues by separating content, 
structure and presentation in a text-based format for machine consumption (W3C 2014b).64 
This machine-readable and human-readable format enables the sharing of structured 
information between otherwise incompatible systems (Myllymaki 2002, 635; W3C 2014b). 
XML has been an extremely important development for the web by making website data 
machine-readable and interchangeable between different systems. It enables the structured 
formatting of data for transmission and forms the basis for various data exchange mechanisms 
that let website data flow out and into other websites. 65  

According to Alan Liu, the separation of content and presentation informs the 
underlying technologic of the “post-industrial, transmission of information” which requires 
content be made “transformable”, “autonomously mobile”, and “automated” (Liu 2004, 57–
58). This separation, so Liu continues, makes content “transcendental” so that it can be 
poured from one container into another, moving from database to database on the web (2004, 
59). Liu describes how XML signals a shift from the first generation of self-contained HTML 
websites to a new type of website that is filled with content from external databases (2004, 
57). These new web pages employ what Liu calls “data pours” to pull in and display dynamic 
content from third parties. A data pour is code embedded in a web page demarcating a space 
or container on that page that transfers data from and to external databases (2004, 59).  

Published in the very early days of Web 2.0, Liu’s idea of data pours can be read as an 
early reflection on the increasing modularity of the web, which he later updated as follows: 

My observations here about data pours apply with even more force in Web 2.0, where user-
produced content flows both in and out of back-end databases through “template” Web pages that 
are often elegant, minimalist designs built around an all-powerful, blind aperture of parameterized 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
64 The structure of an XML document looks as follows: 
<book category="Fiction"> 
    <title lang="en">Emma</title> 
    <author>Jane Austen</author> 
    <year>1916</year>   
</book> 
65 XML is at the core of several important data exchange mechanisms on the web, including XML-RPC and 
SOAP. The XML-RPC protocol is based on the idea of remote procedure calls (RPC) to “provide for transfer of 
control and data across a communication network” (Birrell and Nelson 1984, 39). It was developed in 1998 by 
Dave Winer from Userland and Microsoft to make requests to a remote computer and exchange data on the web 
(Laurent et al. 2001, x). Out of their work on XML-RPC came SOAP, Simple Object Access Protocol, a 
“lightweight protocol used to exchange XML-encoded information” (Laurent et al. 2001, 172). XML-RPC and 
SOAP-based web services enable the exchange of structured data between different machines on the web by 
communicating via the HTTP transmission protocol. XML and SOAP are technologies that have “formed a 
programmable web, one that extended the human web for the convenience of software programs” (Richardson and 
Ruby 2008, xviii)  
Recently, JSON has become the preferred format over XML to transmit data, as it considered a more light-weight 
format. In addition, the architectural style REST, Representational State Transfer, has gained prominence for 
building web services. For example, social media platform Twitter offers a REST-based API which returns data in 
JSON. 
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code—like a reversed black hole—that sucks all content in and throws it out again’ (Liu, 2008, p. 
320).  

These characteristic data pours of Web 2.0, I argue, not only make a website’s boundaries 
porous, but also establish continuous data flows with external databases. At the same time 
they set up data channels between websites and external databases.  
 

The modularization of content and features  

In separating content from presentation XML compartmentalizes web content by structurally 
describing each element on a web page and turning these into small modules of data that can 
be reused. The compartmentalization of content makes existing content available on the web 
and enables the commodification of content. Modularization is a key aspect of modern 
software design that enables the management of complex systems by dividing them up into 
smaller modules and the reuse of these modules (Baldwin and Clark 2000; Gehl 2012; 
McKelvey 2011). Within Web 2.0, Ullrich et al. argue, “services often disseminate their 
functionality by plug-in modular components, so called widgets” (Ullrich et al. 2008). These 
widgets enable the integration of a service’s content and functionality into another website 
with a few lines of code that create a data pour. Widgets have become important platform-
specific objects for social media platforms to distribute their content across different web 
spaces and to extend themselves into the web. 

An important development towards this extension came from video sharing site 
YouTube. On July 7, 2005 YouTube announced a new feature that enabled users to put a list 
of their YouTube videos on their own websites by copy-pasting the provided HTML-code 
(YouTube 2005). This code embedded a YouTube widget showing a list of videos and 
thumbnails that linked to the videos on YouTube. A month later YouTube announced a new 
widget that embedded a video player so YouTube videos could now directly be played from 
within any website (YouTube 2005). The widget made it possible to distribute and view 
YouTube videos outside of YouTube’s website. This video embedding feature is often seen as 
an important factor in the success of YouTube as it enabled the circulation of YouTube videos 
across social networks, blogs and other parts of the web by decentralizing platform features 
(Cheng, Dale, and Liu 2008).  

While YouTube created its own widgets to distribute content outside of its website, social 
network MySpace played an important role in popularizing the role of third-party widgets to 
share content inside of its social network. In contrast to other social networks that were 
popular in 2005-2006—such as Friendster and later Facebook—MySpace allowed users to 
insert embed codes into their profile pages to add music players, photo albums and videos. It 
was the first social network that had such a rather open architecture and with it arose a culture 
of profile customizing and accessorizing (boyd 2007b).  
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With the ability to insert embed codes into profile pages third-party developers started to 
create little widgets to enhance the looks or functionality of MySpace. In November 2005, 
RockYou launched their first MySpace Flash widget to create and display photo slideshows. 
An important aspect of these early widgets is that, unlike YouTube’s sharing widgets, they did 
not directly interface with MySpace’s database. Users could not load their photos directly from 
MySpace into the widget because MySpace did not offer structured access to these photos. 
Instead, users had to upload their photos to external image hosting website ImageShack 
within the RockYou widget first (Tokuda 2009). This lack of directly interfacing with 
MySpace’s database is seen in light of what Robert Gehl refers to as MySpace’s “abstraction 
failure” to extract and monetize the content from its network (2012, 111–112).  

This abstraction failure also distinguishes MySpace’ and YouTube’s widget approaches to 
distributing content. Whereas MySpace widgets were mostly oriented towards integrating and 
distributing content within its own network, YouTube’s widgets were oriented towards the 
distribution of content and functionality outside of its network. As many Web 2.0 websites 
started to offer embed codes and widgets to distribute their content across the web, the 
approach of decentralizing platform features became the common widget approach of Web 
2.0. A second important distinction is that, unlike MySpace widgets, YouTube widgets 
directly interfaced with the site’s database. However, YouTube’s database facing widgets were 
based on one-way data streams, where content is retrieved from the database and displayed on 
an external website. The next generation of widgets would be based on directly interfacing 
with databases to enable two-way data streams to not only read data from the database but also 
to write new data to it.  
 

Interfacing with databases 

Facebook’s Social Plugins are a set of plugins, or widgets, including the ubiquitous Like 
button “that let you share your experience off of Facebook with your friends and others on 
Facebook.”66 The plugins function as platform modules to extend platform functionality into 
external websites (cf. Bodle 2011, 325–326). At the same time, Taina Bucher argues, they 
function as “edge-creating devices,” which collect data created by connections or “edges” off 
Facebook.com and send it back to the platform’s databases (2012a, 6). Social plugins are an 
important part of Facebook’s platform architecture to enable the decentralization of platform 
functionality and data and the recentralization of data produced outside of the platform (see 
chapter 4). By embedding a plugin into their website webmasters set up two-way data 
channels in which data continuously flows between the site and Facebook’s database. 
However, before these plugins can interface with Facebook’s database from an external 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
66 See: https://www.facebook.com/help/103828869708800 [Accessed 2 February 2015]. 
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website, webmasters need to make their websites compatible with Facebook’s platform 
infrastructure. 

To integrate social plugins webmasters need to embed a piece of JavaScript code into 
their websites which sets up a data communication channel with Facebook’s platform. This 
code initiates the Facebook Software Development Kit (SDK)67 for using Social Plugins, 
Facebook Login and making API calls to the database. In doing so, webmasters are making 
their pages platform ready for continuous data flows with Facebook. This notion of making 
external websites and web data “platform ready” extends Tarleton Gillespie’s idea of how data 
is made “algorithm ready” (2014, 168) to highlight the role of the platform infrastructure in 
reconfiguring external data to fit the agenda of the platform.  

Another important part of Facebook’s platform infrastructure is the Open Graph, which 
is explicitly geared towards making external data platform ready. The Open Graph “lets you 
integrate apps deeply into the Facebook experience, which increases engagement, distribution 
and growth” (Facebook Developers 2015c). To integrate an app, developers need to use the 
Facebook SDK and Facebook Login to set up relations between the app, Facebook and the 
user (Facebook Developers 2015c). This integration lets apps tell ‘stories’ on Facebook such as 
“Mary ran 6 miles with MyRunningApp” (Facebook Developers 2015c). Apps submit these 
stories to the Open Graph in a very structured manner organized around four elements, e.g.: 
John (actor) is reading (action) The Odyssey (the object) on Goodreads (app). There are a 
number of predefined actions such as ‘like’, ‘watch’ and ‘read’ but developers can also create 
their own. Taina Bucher describes these efforts from Facebook “as a way to build a semantic 
map of the Internet” (Bucher 2012a, 5). The app integrations enable Facebook to collect 
external app data and activities in a very structured manner, send it back to the database and 
connect it to a user and other data. It further expands Facebook’s data collection techniques 
into external applications and formats this data according to the logic of the platform so it can 
be put into new relations within the platform. 

Webmasters can also make their websites platform ready by marking up their sites with 
Open Graph tags. These meta tags provide Facebook’s crawler with “structured info about the 
page such as the title, description, preview image, and more” and control how content appears 
on Facebook to “improve distribution and engagement” (Facebook Developers 2015a). Similar 
to the practices of webmasters optimizing their pages for search engines (see chapter 4), these 
practices can be seen as a form of social media optimization.  

The Open Graph shows how Facebook strictly formats data flowing from apps and 
external websites to the platform in order to make it platform ready. Whilst platforms position 
themselves as neutral intermediaries (Gillespie 2010, 252) or as neutral “utilities transmitting 
communication and information data” (Van Dijck 2013c, 6) they do not only actively shape 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
67 See: https://developers.facebook.com/docs/javascript/quickstart/v2.2 [Accessed 2 February 2015]. 
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and intervene in social activities (Gillespie 2015, 1), but they also format data passing through 
their infrastructure according to the logic of their underlying infrastructures. 
 

The dual logic of platformization 

These two examples show how Facebook employs its platform as an infrastructural model to 
extend itself into external online spaces and as an economic model to employ these extensions 
to reformat data for its platform. I have introduced the notion of platformization to 
understand these processes from an infrastructural perspective. The platformization of the web 
refers to the rise of the platform as the dominant infrastructural and economic model of the 
social web and the consequences of the expansion of social media platforms into other spaces 
online. Platformization, I argue, rests on the dual logic of social media platforms’ expansion 
into the rest of the web and, simultaneously, their drive to make external web data platform 
ready. As an infrastructural model, social media platforms provide a technological framework 
for others to build on which, I argue, is geared towards connecting to and thriving on other 
websites, apps and their data. Making external data amenable for their own databases is, so I 
suggest, central to the economic model of social media platforms.  

These two processes of decentralizing platform features and recentralizing platform ready 
data characterize what I call the double logic of platformization. This double logic is 
operationalized through platform-native objects such as APIs, social plugins and the Open 
Graph, which connect the infrastructural model of the platform to its economic model. These 
platform-native objects serve as prime devices for social media platforms to expand into the 
web and to create data channels—data pours—for collecting and formatting external web data 
to fit the underlying logic of the platform. That is, I have shown how social media platforms 
are enacting their programmability to reweave the web for social media. This process, I 
conclude, also requires us to revisit the critiques of social media platforms as walled gardens.  
 

From walled garden critique to platformization critique 

Facebook’s Social Plugins show how social media platforms present a different architectural 
model than social networks sites. Widgets decentralize platform features into the web which 
do not create small openings in the walled garden, but instead create data pours in which data 
continuously flows. The Facebook Comments plugin, for example, creates a Facebook-
enabled comment space on an external website which users can comment on with their 
Facebook account. These comments are sent back to the platform’s database. Depending on 
the user settings, these comments may also be posted to the user’s News Feed within 
Facebook which enables the conversation to continue there. The plugin functions as a data 
pour to exchange comments between external websites, Facebook’s database and Facebook’s 
Newsfeed. As such, it may create a conversation between a user inside of Facebook and a user 
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on an external website. Such mechanisms challenge our conception of Facebook as a walled 
garden. 

Social Plugins set up channels for continuous data flows and data production.68 This may 
be seen in the way they turn the declaration of interests on the social network profile, as a 
form of taste performance (Liu 2007), into a software-assisted, continuous and distributed 
process within social media platforms. On social network sites such as MySpace users could 
fill in or select their interests on their user page. Within social media platform Facebook this 
has turned into an automated process since interests are automatically derived from liked 
objects. These objects can either be located within or outside of Facebook, thereby turning the 
declaration of interests into a distributed process. In addition, it can be seen as a continuous 
declaration of interests as one is never finished liking.  

These examples show how social media platforms through their expansion into external 
websites and apps enact a different architectural than social network sites. This also informs 
their economic model which is based on a carefully regulated extension to produce more data 
for the platform outside of its own boundaries (Bodle 2011) (see chapter 5). By letting data 
flow out, platforms enable more engagement with their data and set up data channels to 
integrate continuous data flows into them. Social media platforms invite their data to circulate 
outside of their boundaries but only, Taina Bucher argues, under the conditions of these 
platforms in which the platform’s API acts as a powerful governing technique (2013).  

I have argued that the API, which enacts a platform’s programmability, also connects the 
infrastructural model of social media platforms to their economic model. Whereas the 
business strategy of social network sites was focused on the commodification of user content 
and activities within their walled gardens by pulling users and content in, social media 
platforms face outwards and integrate themselves into other web space to make external data 
valuable for their platforms. In this chapter I have argued that with the shift from social 
network sites to social media platforms the walled gardens metaphor is hard to maintain which 
requires us to revise our conceptual frameworks for understanding and critiquing these sites. 
Therefore, I have put forward the notion of platformization, which pays close attention the 
medium-specific characteristics of platforms in the computational sense.  

As a contribution to platform studies and social media studies, platformization focuses on 
the material-technical infrastructures of platforms and shows the work that social media 
platforms do in a computational sense. Such perspective demonstrates how social media 
platforms do not only function rhetorically but also enact a very specific technological 
infrastructure and economic business model (cf Gillespie 2010). Platformization foregrounds 
the programmability of platforms and draws our attention to examining data pours and their 
politics. It allows for analyzing the changing politics of data exchanges in the social web in 
which platforms reformat external web data before it enters their platform. Further research 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
68 Using cookies, Social Plugins initiate even more continuous data flows by sending information about the 
website’s visit back to the platform. 
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should examine other mechanisms that platforms employ to extend themselves into the web 
and to make data platform ready (see chapter 7). This has been an exploration in that area 
showing how platformization can be seen as a mechanism by which social media platforms are 
turning the web more and more into social media. The next chapter explores how social media 
platforms have expanded into the blogosphere through bloggers’ adaptation of widgets to 
integrate social media platform data and functionality into blogs thereby connecting blogs and 
social media platforms not through traditional hyperlinks but through platform features. 
 
	    



46  

3. The coming of the platforms: Rethinking the history of the 
Dutch blogosphere 

 
The blogosphere has played an instrumental role in the transition and evolution of linking 
technologies and practices, such as the introduction and development of the permalink, 
trackback and pingback69 and their use by bloggers to develop a culture of blogging as a 
distinct online culture.70 Important research in this area has been practice, event or issue based, 
trying to capture an otherwise fleeting phenomenon in real-time, before it is deleted, 
overwritten or no longer available. Now that blogging has reached maturity the first historical 
accounts are being created. This chapter provides such a historical account of the Dutch 
blogosphere in relation to the rise of social media. In particular, I focus on the changing link 
structure of the blogosphere and bloggers’ adaptation of sidebar widgets, which do not 
connect blogs by conventional hyperlinks but rather by social media features. 

A 2010 study by Pew Internet claimed that blogging is in decline because young adults 
make use of social media platforms such as Facebook and Twitter instead of running their 
own blogs (Zickuhr 2010). This study about the supposed decline of blogging led to a great 
number of articles on technology blogs and in the trade press with attention-drawing titles 
such as ‘Blogs Wane as the Young Drift to Sites Like Twitter’ in The New York Times 
(Kopytoff 2011) and ‘The End of Blogging’ in The New York Observer (Duray 2011).71  

In 2013, longtime blogger Jason Kottke reflected on the changing status of blogging by 
describing how “instead of blogging, people are posting to Tumblr, tweeting, pinning things 
to their board, posting to Reddit, Snapchatting, updating Facebook statuses, Instagramming, 
and publishing on Medium” (2013). Kottke argues that social media platforms have taken 
over some of the core functionality of blogging since “[t]he primary mode for the distribution 
of links has moved from the loosely connected network of blogs to tightly integrated services 
like Facebook and Twitter” (2013). Other professional bloggers such as Mathew Ingram have 
described this shift not as a decline in blogging or the end of blogging but rather as an 
evolution of the practice (2011). This chapter engages with such ideas about the evolution of 
blogs, the practice of blogging and the blogosphere with an empirical case study examining 
the changing linking practices in the Dutch blogosphere with the rise of social media and the 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
69 The next chapter provides a detailed account of how different actors in the blogosphere have contributed to the 
development of new types of links. 
70 This chapter has been previously published as: Weltevrede, Esther, and Anne Helmond. 2012. “Where Do 
Bloggers Blog? Platform Transitions within the Historical Dutch Blogosphere.” First Monday 17 (2). 
doi:10.5210/fm.v17i2.3775. See acknowledgements on page iii. 
71 Such articles titles about “the death of blogging” are often considered link-bait, a term referring to catchy titles 
that draw attention and encourage links back to the article. 
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integration of social media platform content. In order to understand the changes in the 
medium of the blog, the practice of blogging and the structure of the blogosphere, we need to 
turn to social media. The aim of this chapter is to trace the changing link structure and 
definition of the Dutch blogosphere with the rise of social media.  

In doing so I seek to contribute to the growing body of literature engaging with historical 
accounts of the blogosphere by investigating structural changes in the blogosphere’s 
underlying infrastructure and bloggers’ linking practices over time. More specifically, I seek to 
contribute to empirical research into historical blogospheres and hyperlink analysis by 
proposing methods to 1) reconstruct historical blogospheres using the Internet Archive 
Wayback Machine, 2) explore the rise of social media platforms in the historical Dutch 
blogosphere 3) examine how social media has modified the blogosphere’s link structure and 4) 
redefine what is considered an actor in the blogosphere.  

This chapter addresses both methodological questions related to the empirical research of 
historical blogospheres and presents the outcome of research into the first phase of the 
platformization of the Dutch blogosphere.72 This research not only provides a model for 
studying historical blogospheres but also presents methods to study the platformization of the 
blogosphere. As the first known empirical study into the history of the Dutch blogosphere, it 
offers insights into the changing shape of the Dutch blogosphere and its interconnections with 
the rise of social media. 
 

Studying contemporary and historical blogospheres 

The blogosphere is often studied by mapping and visualizing the interconnections between 
blogs, in order to make the blogosphere tangible and visible (Adamic and Glance 2005; Bruns 
2007; Hurst 2007; Kelly and Etling 2008). In other words, to become visible, the image of the 
blogosphere must be constructed, either by blogosphere related services such as directories, 
web rings and blog search engines or by academic network visualizations. Such network 
visualizations may be created by employing web crawlers for network analysis that crawl 
websites and capture the outlinks from these sites. The techniques of crawling and network 
analysis have been used for various analytical purposes such as tracking conversation patterns 
in the blogosphere by using the IssueCrawler tool73 to detect issue networks (Bruns 2007), 
crawling the front pages of blogs to reflect blogroll communities (Adamic and Glance 2005), 
and large scale grouping of linked blogs to define clusters of shared informational worlds 
(Kelly and Etling 2008). Although these different tools and methods produce different 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
72 The project page of this empirical research including data, tools and visualizations is located at 
http://dutchblogosphere.digitalmethods.net [Accessed 11 March 2014]. As stated in the acknowledgements this 
research project has been conducted together with colleague Esther Weltevrede. 
73 A software tool locating and visualizing networks on the web, developed by the Govcom.org Foundation, 
Amsterdam. See: http://issuecrawler.net [Accessed 2 February 2012]. 
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network visualizations, they all provide graphical representations of interconnections and 
insights into the overall structure of the blogosphere and its actors (Highfield 2009). In this 
chapter I will demonstrate that choices in method do not only shape the blogosphere but also 
the definition of the blogosphere and blogs. I will show that the blogosphere can no longer be 
seen as a distinct network created through the interconnections between blogs but that the 
blogosphere has become entangled with the social media ecosystem.  

Turning to historical blogosphere analysis this body of research mainly consists of 
ethnographic research providing personal stories and anecdotes (Blood 2004; Rosenberg 
2010). In addition, there is also a small body of empirical work, which includes research on 
the structure and evolution of the LiveJournal blogspace74 (Kumar et al. 2004), the birth of the 
U.S. blogosphere (Ammann 2009) and the rise of the early A-list blogosphere (Stevenson 
2010a). In one of the earliest historical blogosphere studies authors Kumar et al. suggest a 
method to map a blogspace—a blogosphere—over time by making use of the blog’s own 
archival capacities (2004). The researchers employ a crawler to collect data from a set of active 
blogs by fetching current and archived blog post entries to analyze changing linking patterns 
and interest clustering over time (2004, 36). In order to do so, they make use of features in 
blog entries such as time stamps and links as well as features in profile pages such as interests 
and demographics. As a consequence of working with an active set of blogs, this method is 
specifically suitable to analyze changes in an existing blogosphere over time. The question 
arises how we can study changing linking patterns in blogs retrospectively. As blogs come and 
go, the objects of analysis may go offline, which makes it hard to study changes in the links 
between them. In this chapter I propose a method to do historical hyperlink analysis by 
making use of web archives to examine structural changes in the blogosphere over time. 

Existing web archives such as the Internet Archive lend themselves to studying previous 
states of the web because they create time-stamped snapshots of websites and blogs. In 
particular the Wayback Machine—the interface to the Internet Archive’s web archives—
provides a valuable source for web historians because of its accessibility and scope. The archive 
contains over 456,000,000,000 URLs from late 1996 to up to a week ago and provides 
snapshots from a wide range of websites.75 Although the interface of the Internet Archive 
Wayback Machine foregrounds “website biographies” or “single-site histories” (Rogers 2013, 
66)—as only single URLs can be retrieved—the archived snapshots may be used in a variety of 
ways (see also chapter 6). For example, Rudolf Ammann (2009) uses the Internet Archive to 
study the emerging blogosphere by mapping linking patterns of early blogs, while Michael 
Stevenson (2010a) outlines a method to re-purpose the Internet Archive by using the early 
blog index EatonWeb as a historical resource to create a custom archive. In a next step 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
74 Kumar et al. use the term ‘blogspace’ instead of the more commonly used term ‘blogosphere’ to refer to “the 
collection of blogs and all their links” (2004, 35). In their research they focus on the blogspace of LiveJournal. 
75 See: https://archive.org/web/ [Accessed 23 March 2015], https://blog.archive.org/2013/10/25/fixing-broken-
links/ [Accessed 17 March 2014] and http://blog.archive.org/2013/01/09/updated-Wayback/ [Accessed 17 March 
2014]. 
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Stevenson recreates the blogosphere by “conjuring up” blogs that have not been archived by 
means of historical network analysis (2010a).  

The research presented here builds on the above-mentioned methods and tools by 
developing a number of novel methods and techniques that focus on infrastructural changes in 
the blogosphere. In addition, it makes a contribution to historical blogosphere analysis and 
social media studies by focusing on the tight relationship between social media platforms and 
blogs, which has remained understudied so far. I wish to address two contributions that have 
been made in this area. First, in his analysis of the social media ecology of the 2010 Toronto 
G20 protests Thomas Poell examined the hyperlink networks of protest communication and 
found that these networks form a hybrid ecology of blogs, social media platforms, media 
sharing sites, news websites and other types of sites (2013). Second, in her revised edition of 
Blogging Jill Walker Rettberg has included a section on blogs’ adaptations to a social media 
ecosystem (2013, 14–17) in which she argues that conversations in the blogosphere are no 
longer confined to blogs but also take place on social media platforms such as Facebook and 
Twitter (2013, 14–15). 

However, empirical approaches that investigate the relations between blogs and social 
media platforms remain scarce. To address this, I will propose a method for a fine-grained 
analysis of the link networks created between blogs and social media through widgets. I 
consider this as a first step towards studying the platformization of the Dutch blogosphere, 
that is, how social media platforms have extended into blogs and have woven themselves into 
the blogosphere.  
 

Retrieving Dutch blogs 

In order to analyze infrastructural changes in the Dutch blogosphere over time we need to 
construct historical snapshots. In a first step to reconstruct the historical Dutch blogosphere I 
created a corpus of Dutch blogs. I located and retrieved a collection of blogs from a 2001 
database dump—containing 631 unique blogs—from Loglijst (see figure 5), an early Dutch 
blogosphere indexing initiative.76 In addition to these blogs, I compiled expert lists 
mentioning Dutch blogs from interviews, books and authoritative lists found on the web and 
in the Internet Archive’s Wayback Machine. These experts lists include long list nominations 
for the Dutch blog awards, the Dutch Bloggies from 2001-2008, all blogs mentioned in two 
seminal pieces on the history of the Dutch blogosphere by Dutch blogosphere historians 
Frank Schaap (2004) and Frank Meeuwsen (2010) and finally a list citing “Weblogs that really 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
76 Loglijst was a blog directory similar to EatonWeb and Technorati which focused on Dutch and Flemish blogs. I 
received an old database backup from the people behind Loglijst, Jan–Willem Hiddink and Robert–Reinder 
Nederhoed at Frank Meeuwen’s Bloghelden (2010), meaning ‘blogging heroes’ in Dutch, book launch where I 
presented early ideas from this research on the historical Dutch blogosphere. My colleague Erik Borra created a 
new custom database from the old Loglijst database file for this research.  
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matter” in a December 2010 blog post by Bert Brussen,77 former blogger for the famous 
Dutch “shocklog” Geenstijl.78 Relying on these sources to provide me with a collection of 
Dutch blogs led to include a small number of Belgian (Dutch language) blogs that these 
expert sources considered being part of the Dutch blogosphere.79 The corpus, collected from 
these expert lists, amounted to 2507 blog URLs that served as the starting points for the next 
part of the analysis. 80 
 

 

Figure 5: Loglijst, an early Dutch blogosphere indexing initiative. The site shows the last updated Dutch blogs, the 
top 10 Dutch blogs from this week and last week, the updates per hour and the number of blog posts per day in the 
Dutch blogosphere. Screenshot from the Loglijst website as archived in the Internet Archive’s Wayback Machine, 
24 July 2002. Retrieved from: http://web.archive.org/web/20020724165825/http://www.nederhoed.com/~jeewee/ 
[Accessed 1 September 2011]. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
77 See: http://www.dejaap.nl/2010/12/28/verplicht-in-uw-rss-reader-Weblogs-die-er-echt-toe-doen/ [Accessed 1 
September 2011]. 
78 Bert Brussen has left GeenStijl to start a Dutch group blog focused on current events called The Post Online, 
available at http://www.thepostonline.nl/ [Accessed 14 March 2014]. 
79 Belgium borders the Netherlands and the two countries share a common language: Dutch (Flemish). 
80 The full list can be downloaded from: 
https://dutchblogosphere.digitalmethods.net/data/StartingPoints_Dutchblogosphere.csv [Accessed 18 March 
2014. 
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I then turned to the Internet Archive’s Wayback Machine to locate and retrieve archived 
snapshots of these blogs. I queried the Wayback Machine for each blog’s URL between 1999 
and 2009 using the Internet Archive Wayback Machine Network Per Year tool.81 This tool 
selects the result dated closest to the middle of each year under investigation. From the 2507 
URLs requested I was able to retrieve 946 blogs from the Internet Archive. This method 
yielded a custom collection of archived copies of historical Dutch blogs for each year between 
1999 and 2009 with a timestamp near the middle of the year. Only blogs with a copy in the 
Internet Archive were retained for further analysis. The following table 1 represents the 
number of blogs per year serving as starting points for further analysis: 
  

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 
24 138 456 816 778 863 850 788 717 860 723 

Table 1: The number of archived blogs from the expert lists that were retrieved from the Internet Archive Wayback 
Machine per year between 1999 and 2009. These archived blogs serve as the starting points for further analysis. 
The URLs were retrieved by the Internet Archive Wayback Machine Network Per Year tool. 

In the following section I propose a method to create yearly network views, historical 
blogospheres, from this custom collection of archived blogs. Mapping the interconnections 
between blogs over time allows for analyzing the changing link structure of the Dutch 
blogosphere and for tracing the rise of social media platforms.  
 

Reconstructing the blogosphere 

In 1999, Brad L. Graham coined the term ‘blogosphere’ to mark the end of cyberspace: 
“Goodbye, cyberspace! Hello, blogiverse! Blogosphere? Blogmos?” (1999). William Quick 
revived the word as “the intellectual cyberspace we bloggers occupy” and explicitly stated that 
the blogosphere is a space for serious discourse (2002). danah boyd similarly described the 
blogosphere as “the imagined public sphere,” (boyd 2006) echoing the idea of the blogosphere 
as a discursive space. One of the first bloggers, Dave Winer, defines a blog as “The unedited 
voice of a person” (2003). Others, such as Geert Lovink, position blogs as a reaction to 
mainstream media (2008). Besides the notion of the blogosphere as a space for discourse, 
other definitions stress the formalistic characteristics of the blogosphere as an interlinked set 
of blogs which “allows for the networked, decentralised, distributed discussion and 
deliberation on a wide range of topics” (Bruns, Kirchhoff, and Nicolai 2009). A 
complimentary approach to the blogosphere as an interlinked set of blogs looks at how blogs 
are:  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
81 See: https://tools.digitalmethods.net/beta/waybackNetworkPerYear/ [Accessed 12 April 2014]. 
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embedded into a much bigger picture: a segmented and independent public that dynamically 
evolves and functions according to its own rules and with ever-changing protagonists, a network 
also known as the ‘blogosphere’. A single weblog is embedded into this network through its 
trackbacks, the usage of hyperlinks as well as its so-called “blogroll” – a blogosphere-internal 
referencing system” (Bross et al. 2010).  

Further extending this line of thinking, i.e. blogs are embedded in a larger networked ecology 
with shifting actors, the blogosphere may also be defined by including the actors they link to 
in their networked ecology:  

The notion of a mini-blogsphere additionally rests on the extent to which the set of blogs doing 
an issue are interconnected by links and/or by textual referencing. Blogs also make [sic] be 
‘connected’ together through common references to a third-party, e.g., all blogs linking to or 
referencing a particular piece in the New York Times” (Rogers 2005).  

In a formal sense the blogosphere can be defined either as an independent network of blogs 
created by the interconnections between blogs (Herring et al. 2005; Bruns, Kirchhoff, and 
Nicolai 2009; Bross et al. 2010) or as an interlinked network created by blogs linking to other 
blogs as well as other actors on the web (Rogers 2005; Chia 2012).  

At first glance my approach to define and reconstruct a blogosphere presented in this 
chapter may appear formalistic because my definition of the blogosphere follows from the 
outlined method based on link analysis (see below). However, this definition follows from the 
cultural practices of bloggers, their blogging practices. Benkler and Shaw contend that “the 
term ‘blogging’ has more of a cultural meaning than a technical meaning” since the many 
different blog services, software types and available plugins permit the blog’s custom use 
(2010, 13). In this chapter I show that the integration of social media widgets into blogs 
enable custom blogging practices but that their technical affordances also inform the 
definition of the blogosphere as created through interlinking.  

In a next step I created annual snapshots of the Dutch blogosphere from the custom 
collection of archived blogs that were retrieved from the Internet Archive Wayback Machine. 
One of the consequences of working with this custom collection is that only research on front-
page level and not on a post level is possible. The custom collection was created by requesting 
the host [blog.com] from the Internet Archive Wayback Machine which results in archived 
copies from the blog’s front page. Hence this method may be viewed as a more structural 
blogosphere analysis rather than an issue (Bruns 2007) or event (Adamic and Glance 2005) 
analysis. It further expands Adamic and Glance’s approach who studied the 2004 U.S. 
Election by creating snapshots of political blogs by capturing outlinks from the blogroll (2005, 
36). Since blogrolls contain links to other bloggers and because bloggers do not change these 
links on a very regular basis they can be used to present “a more static picture of a broader 
blogosphere” (Adamic and Glance 2005, 36). The method presented here is not restricted to 
the blogroll to capture other structural actors in the blogosphere. 

Although fully aware that the choice of starting points shapes the Dutch blogosphere, the 
methodology used in this chapter only retains blogs deemed relevant by other blogs. The 



53  

proposed method to create a structural blogosphere is inspired by co-link analysis as used by 
the IssueCrawler, a software tool locating and visualizing networks on the web.82 This co-link 
analysis is performed on the collection of blogs for each year between 1999 and 2009 in two 
steps: first, for each archived blog all links on front-page level are extracted (one depth) and 
subsequently, in the network visualization and analysis tool Gephi,83 only nodes receiving at 
least two links from the starting points are maintained in the network visualization (one 
iteration).  

The resulting network maps per year thus retain only co-linked actors, those receiving at 
least two links from the starting points. This implies that the starting points themselves may 
drop off the map and that new blogs may appear if at least two blogs from the starting points 
link to them. The approach acts as a validation of the expert lists because a blog needs to 
receive at least two links from other blogs. In addition, it also expands the expert lists by 
introducing new blogs that have been found relevant by other bloggers because they receive at 
least two links.84 This method is a contribution to historical hyperlink analysis because it 
allows for “conjuring up” (Stevenson 2010a; Rogers 2013, 10) historical blogs that have not 
been archived, but which have been located and included in the network graph of the 
historical blogosphere by following the outlinks from the archived blogs. Table 2 shows the 
number of blogs that are included in the network graphs per year as a result: 

 
1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 
4 241 785 1204 1434 1693 1732 1823 2103 2110 2190 

Table 2: The number of blogs in the network graphs of the historical Dutch blogosphere per year between 1999 
and 2009. The blogs from the expert lists (see table 1) were retrieved by the Internet Archive Wayback Machine 
Network Per Year tool. Subsequently, the outlinks of these archived blogs were followed and co-link analysis was 
performed. 

Whereas co-link analysis is an analysis module most successful for locating issue networks, in 
this case, the result of the co-link analysis is that issue or event-based links are excluded from 
analysis. This has three reasons: first, the starting points have not been chosen because they 
share an issue or an interest in an event, but because they share the practice of blogging in the 
Dutch web space. Second, only front pages are crawled, which means that the more structural 
links are followed, such as links in blogrolls, and links to blog-related services and social media 
platforms. In other words, these links are the stable variable in the analysis, whereas links in 
posts are only taken into account if present on the front page. Third, the time frame of each 
network is one year. This method therefore excludes links to versatile issues dominating the 
Dutch blogosphere for a short period of time and focuses on the more structural linking 
practices.  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
82 See: http://issuecrawler.net [Accessed 2 February 2012]. 
83 See: https://gephi.github.io/ [Accessed 1 May 2015]. 
84 In addition to the 946 starting points, the method has led to include 6768 new URLs.  
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In what follows, I further describe how I constructed the Dutch blogosphere by using 
archived snapshots from the Internet Archive’s Wayback Machine and how I prepared them 
for further analysis. Specific attention is paid to process of constructing the blogosphere by 
reconfiguring actor definitions—to detect the actors that create the blogosphere—and 
reconsidering interlinking practices. This approach gives novel insights into the composition 
of the blogosphere and its actors. This method consists of two strands: first I refine the 
network analysis by defining the actors using Gephi and G-Atlas software,85 and then I 
complement the network analysis by color-coding the social media platforms present in the 
blogosphere. 
 

Defining the actors 

As previously described, I retrieved snapshots of the blogs in the collection between 1999 and 
2009 from the Internet Archive and extracted their outlinks on a front-page level and put the 
results in Gephi, a tool for visualizing and analyzing network graphs.86 In Gephi, I performed 
a simplified version of the IssueCrawler’s co-link analysis so that only blogs with more than 
two links from our starting list are maintained. Co-link is performed on a “by site” level, as it 
is more indulgent than the “by page” option because it counts all links from site to site. In 
other words, co-link analysis is performed on the hosts and not on the deep pages. 

A common problem in online network visualizations is that big domain nodes (e.g. 
twitter.com or blogspot.com) take a prominent position in the graph (Shaw and Benkler 2012, 
463). Analysis of these maps often suggests that the debate is moving elsewhere (i.e. to social 
media). In an attempt to untangle the big social media platform nodes in the Dutch 
blogosphere, I propose to redefine the nodes of the network to actors. Most network analysis 
software treats the host and in some cases sub-host as the actor. However, in this case the 
“actor” or blogger is often defined after the slash, like the early bloggers that started blogging 
from their personal homepage (e.g. xs4all.nl/~zweers) or the recent microbloggers on Twitter 
(e.g. twitter.com/2525). A similar approach has been developed by researchers from Médialab 
Science Po who have defined the concept of “web entities” to unravel pages grouped by 
domain name (Girard 2011). Also Benkler and Shaw, in their work on the U.S. political 
blogosphere, stress the importance to analyze what is inside the large network nodes in order 
to specify their internal differences (2010). 

To identify nodes in the blogosphere as actors, I redefined “actors” on a URL level. This 
requires an additional step in the analysis because not all URLs follow the same pattern. With 
most web sites “actor” equals “host” (e.g. example.com) while actors on hosted blog software 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
85 Gephi is open source software for visualizing and analyzing large networks graphs, located at http://gephi.org 
and the G-Atlas software is developed by TIC Migrations in Paris, located at http://ticmigrations.fr/ [Accessed 4 
February 2012]. 
86 Ibid. 
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services are defined before the host on a subdomain (e.g. example.blogger.com), actors on 
personal homepages are often defined by their ~ after the slash (e.g. xs4all.nl/~example) just 
like microbloggers on Twitter are defined after the slash (e.g. twitter.com/example). With the 
use of Google Refine, “a power tool for working with messy data”87 I “coded” each of the 
actors in GREL (Google Refine Expression Language) to automatically search, transform and 
count the actors in the network (see Appendix A). In this actor definition project I sought to 
formalize “URL patterns” in the network graphs to analyze the link structure of the 
blogosphere and the changing linking practices of bloggers in more detail. 
 

The Dutch blogosphere in transition 

As previously addressed, mapping the outlinks of the blogs retrieved from the Internet 
Archive between 1999 and 2009 allows for “conjuring up” the blogosphere and to go back in 
time and study how and where the Dutch blogosphere originated. Using the fine-grained 
actor definition, I visualized the network with Gephi for each year. Figure 6 shows the rise, 
evolution and first signs of decline of the Dutch blogosphere. In this figure grey depicts the 
hyperlink network of all the years together and red shows the blogosphere of a particular year. 
The first Dutch bloggers that appear on the network in mid 1999 are not interlinked into a 
“sphere”, so we can trace the beginning of a structural Dutch blogosphere back to 2000. 

In 1999 the map (not displayed)88 of the structural historical blogosphere only shows four 
nodes which are not linking to each other but which are present because they receive at least 
two links from our selected starting points. The four nodes are Nedstatbasic, Nedstat, 
Wired and a Dutch blog by Wessel Zweers, a.k.a. ~wzweers. Nedstat and Nedstatbasic are two 
related Dutch statistics providers. A familiar node is Wired, a technology magazine also 
prominent in the American early blogosphere (Stevenson 2010a). The only Dutch blogger of 
the four, ~wzweers, is hosted on one of the oldest Dutch hosting services providing free 
personal homepages, “De Digitale Stad” (DDS, Digital City). Well-known Dutch blogs from 
that period, like Sikkema, Prolific and Alt0169 (Meeuwsen 2010) are notably absent because 
they do not receive two links from the starting list’s blogs. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
87 OpenRefine (formerly Google Refine), see: http://openrefine.org/ [Accessed 1 May 2015]. 
88 See: 
https://dutchblogosphere.digitalmethods.net/gatlas/resources/flash/GexfWalker.swf?gexfPath=../../engine/data/gra
ph/17/attr5.gexf [Accessed 1 May 2015]. 
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Figure 6: The Dutch blogosphere in transition. The rise and evolution of the Dutch blogosphere between 1999 and 
2009. Grey depicts the hyperlink network of all the years together and red shows the blogosphere of a particular 
year. The Dutch blogs were retrieved from the Internet Archive Wayback Machine between 1999 and 2009 using 
the Internet Archive Wayback Machine Network Per Year which outputs a network per year. Subsequently, the 
historical hyperlink networks were created with Gephi, based on a co-link analysis. Visualization created by Anne 
Helmond and Esther Weltevrede with Gephi and in Adobe Illustrator, 2011. 

 
In order to further examine this pre-blogosphere I removed the co-link analysis (see figure 7) 
to explore the link structure of the 1999 blogs. Figure 7 shows that some of the well-known 
Dutch bloggers, as mentioned in Meeuwsen’s Blog Helden (2010), together with less well-
known bloggers, are present but do not form a blogosphere yet. Most notably Alt0169, 
~wzweers and ~onnoz reach out to other Dutch blogs which can be seen as an effort to 
establish a community between blogs. The early Dutch bloggers are linking outward but do 
not receive reciprocal links to connect these loose blog networks into an interconnected 
blogosphere.  
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Figure 7: The pre-blogosphere in 1999 showing early blogs linking outward. The network graph displays the 
connections between blogs in the dataset of 1999. In this graphic no co-link analysis was performed to show that 
early Dutch bloggers are linking outward but do not receive many links back. Due to the lack of reciprocal links the 
early Dutch blogs do not interconnect into a blogosphere. The Dutch blogs were retrieved from the Internet 
Archive Wayback Machine between 1999 and 2009 using the Internet Archive Wayback Machine Network Per 
Year which outputs a network per year. Visualization created by Anne Helmond and Esther Weltevrede with 
Gephi and in Adobe Illustrator, 2011. 

 

Cluster analysis over time 

In 2000 the Dutch blogosphere was dominated by bloggers on personal homepage providers 
(blue) and student pages (pink) (see figure 8). The left hand side of the map shows a loosely 
defined news-tech cluster of Dutch news sites, surrounded by U.S. and U.K. news and tech 
blogs. Similar to the early U.S. blogosphere (Stevenson, 2010), tech and news are prominent 
in the Dutch blogosphere. The right hand side of the blogosphere shows a cluster of Dutch 
homepages (~) and student homepages, indicating bloggers manually coding their own blogs 
before the rise of blog software and hosted blog services. The free homepage provider DDS 
and Dutch Internet service provider XS4ALL are the most prominent providers. The larger 
nodes in the center are the founding blogs of the Dutch blogosphere, such as Alt0169, 
Sikkema, S-lr, Smoel, Rikmulder, Tonie, Prolific, Pjoe, Stronk, Ben Bender, Vandenb, 
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Retecool who form a closely linked cluster. Alt0169.com, a heavy linker in 1999 which didn’t 
receive any links back, has become a central node in 2000.  
 

  

Figure 8: The reconstructed Dutch blogosphere in 2000. All the blogs have been color-coded based on the type of 
host. Blue shows bloggers on personal homepages, pink shows bloggers on student pages and yellow shows 
bloggers on early hosted blog services such as weblogs.com and editthispage.com, provided by early blogger Dave 
Winer. The network graph was retrieved from the G-Atlas, a piece of software developed by the TIC-
Migrations group from Paris, to load Gephi networks for further analysis. G-Atlas allows researchers to explore 
their corpus and can be used as an analytical tool for network statistics and for color coding a corpus. The G-Atlas 
contains the networks of each historical blogosphere per year between 1999 and 2009 and one composite network 
of all the years combined. See: https://dutchblogosphere.digitalmethods.net/gatlas/ [Accessed 12 April 2013]. 

 
Figure 9 shows the Dutch marketing cluster, which emerged in 2005 and which is still a very 
dominant cluster in the Dutch blogosphere. Another distinct cluster in the later blogosphere is 
the Blog.nl cluster, a Dutch network of themed blogs and hosted blog service provider. 
Blog.nl has a very distinct shape because all Blog.nl blogs list and link to the other blogs on 
that service as can be seen on the left in figure 11. 

Using the same method for coding actors, I created and coded several categories of actors 
in the blogosphere. First, types of blogs: Homepages, University Homepages and Hosted Blog 
Services. Second, other actors: Blog-Related Services, Social Media Platforms and Statistics. 
The categorization was created through expert URL reading and was iteratively 
complemented with new findings throughout the project. In order to trace specific transitions 
in the Dutch blogosphere I coded them in Google Refine. I categorized and colored actors 
belonging to a specific category in Gephi making it easier to locate actors and track changes 
over time. This method allows for analyzing the role of blog-related services and social media 
platforms in the blogosphere over time. 
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Figure 9: The Dutch marketing cluster in the reconstructed Dutch blogosphere in 2005. The historical blogosphere 
was constructed from the outlinks of a custom collection of archived Dutch blogs retrieved from the Internet 
Archive Wayback Machine on which co-link analysis was performed. The network graph was retrieved from the 
G-Atlas, a piece of software developed by the TIC-Migrations group from Paris, to load Gephi networks for 
further analysis. G-Atlas allows researchers to explore their corpus and can be used as an analytical tool to color-
code a corpus and because it outputs corpus statistics. The G-Atlas contains the networks of each blogosphere from 
1999 to 2009 and one composite network of all the years combined. See: 
https://dutchblogosphere.digitalmethods.net/gatlas/ [Accessed 12 April 2013]. 

 

Blog-related software: Statistics 

The newly defined blogosphere includes a variety of blog-related actors. As argued previously, 
the blogosphere does not only take shape by the interconnections between blogs but also by 
the interconnections between blogs and other actors, such as links to external blog-related 
services and social media platforms. Blog-related services include portals, manual and 
automatic blog indexers, external comment services and statistics providers. Aleena Chia 
similarly argues for “thinking about blogging as a system” which entails moving 

beyond blogs as discrete entities and to understand blog networks as nodes of content production 
and linkage within an ecology of platforms that include search engines, such as Google.com; blog 
trackers, such as Technorati.com; social bookmarking websites, such as Delicious.com; link 
aggregators, such as Digg.com; RSS readers, such as Bloglines.com; and web traffic analyzers, 
such as Alexa.com (2012, 429). 
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Figure 13 shows how social media platforms are important actors in this platform ecology, as 
will be discussed in the next part of this chapter.  

One of the most prominent nodes since 1999 has been Nedstat, the Dutch statistics 
provider. Nedstat—and its basic/free service Nedstatbasic—is a Dutch service providing 
statistics for web masters and bloggers about their visitors and has been present in the 
blogosphere together with other statistics providers. Most bloggers publish their statistics, 
which supports the claim that “the blogosphere is obsessed with measuring, counting, and 
feeding” (Lovink 2008, 30). Zooming in on the node (see figure 10) shows us all the linked 
bloggers, presumably using Nedstat as their statistics provider. 

 

 
Figure 10: Bloggers linking to Nedstat Basic, a Dutch statistics provider, in the reconstructed Dutch blogosphere 
in 2004. The historical blogosphere was constructed from the outlinks of a custom collection of archived Dutch 
blogs retrieved from the Internet Archive Wayback Machine on which co-link analysis was performed. The 
network graph was retrieved from the G-Atlas, a piece of software developed by the TIC-Migrations group from 
Paris, to load Gephi networks for further analysis. G-Atlas allows researchers to explore their corpus and can be 
used as an analytical tool to color-code a corpus and because it outputs corpus statistics. The G-Atlas contains the 
networks of each blogosphere from 1999 to 2009 and one composite network of all the years combined. See: 
https://dutchblogosphere.digitalmethods.net/gatlas/ [Accessed 12 April 2013]. 
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Social media analysis: The platformization of the blogosphere 

The early blogosphere is characterized by larger nodes such as Alt0169, Sikkema, ~wzweers, 
the founding fathers of the Dutch blogosphere. The heydays of the Dutch blogosphere are 
characterized by the rise of specific clusters, such as the marketing cluster (see figure 9), blog-
related services such as statistics (see figure 10) and the hosted blog service cluster of Blog.nl 
(see figure 13). Social media and content links characterize the later period of the Dutch 
blogosphere from 2004 onwards. In this part of the research I developed methods for 
analyzing the practices of bloggers and the links between blogs and social media more closely. 

Frank Schaap empirically researched what he calls “the dichotomous nature of the Dutch 
blogosphere” caused by the clear division between two distinct types of weblog forms: the 
“linklog” and the “lifelog” (2004). In addition to his categorization, I propose to include the 
“platformlog” as a third type of blog with particular characteristics. Whereas lifelogs primarily 
post about daily life in a diary style and in most cases only link to their about page, their off-
line contexts and other bloggers, the linklogs link abundantly to other blogs and media in their 
role of pointing out the best of the web (Schaap 2004). Ignacio Siles describes how these early 
linklog bloggers were “creating and sharing online navigation sequences through hyperlinks as 
filtering, curating, or pre-surfing the Web’s content” (2011, 744). Later bloggers, Siles argues, 
started to include other types of content beyond links and diary entries such as political 
commentary which transformed blogs “from online ‘filters’ into a ‘format’ for sharing a variety 
of content on the Web” (2011, 737). When, in the mid 2000s, bloggers started to incorporate 
social media content and functionality into their blogs, I argue, they further changed the 
medium of blogs, the practice of blogging and the structure of the blogosphere.  

This new blog type, the platformlog, can then be characterized by embedding and linking 
content from social media platforms like Flickr, YouTube and Facebook and referring to the 
author’s presence on these platforms in sidebar widgets. It is a place where the “networked 
self” is performed, which is “communicated across collapsed and multiplied audiences” and 
which “seeks social opportunities for expression and connection” (Papacharissi 2010, 317) on 
multiple platforms. The platformlog is often used to present what Nancy Baym refers to as 
“the widgetized self” (2007), or what I have called elsewhere the distributed self across social 
media platforms (2010).  

Baym introduces the term “the widgetized self” to describe a personalized portal filled 
with widgets that aggregate a user’s social network content and activities from various sources 
onto a single page (2007).89 Some of the aspects that Baym conceptualized in her “dream 
portal” were key to the so-called personalized homepages such as Netvibes and iGoogle that 
were popular between 2006-2008, with NewsWeek proclaiming 2007 to become “year of the 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
89 These widgets do not only display content but they also allow for sending new information back to these 
networks (2007). In this sense, Baym is describing a personal page filled with data pours that establish two-way 
data flows with social media platforms (see chapter 2). 
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widget” (Braiker 2006). Personalized homepages allowed users to create their own startpages 
filled with personalized content using widgets. These widgets, technology blogger Om Malik 
claims, make the “[w]eb user programmable” and have contributed to the “widgetization of 
the Web” in which the web is broken up “into small, portable pieces” (2006).90 The 
widgetization of content is what I have previously described as the modularization of content 
and features (see chapter 2) and is a key pre-condition for platforms to extend themselves into 
the web. Within the blogosphere widgetization is visible in the sidebars of blogs where 
bloggers insert widgets displaying their content on user-generated content sites such as Flickr 
and point to their presence on social network sites such as Twitter (see figure 11). 

 

 
Figure 11: Widgetized blogs: A collection of widgets in the sidebars of blogs. Author’s collection. 2010.  

Whereas in the mid and late 1990s the self was defined on the personal homepage and later 
on the blog, nowadays the self is also defined and performed on social networking sites and 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
90 At the 2007 Next Web Conference, Tariq Krim, founder and CEO of Netvibes—with it’s tagline “(re)mix the 
web”—saw the rise of “the widgetized web” as “the deportalisation of the web” (2007). This deportalization refers 
to the end of portals run by big media companies with pre-determined content snippets, and the rise of the 
personalized homepage, or personalized startpage, where users could aggregate content and functionality from all 
over the web using widgets. 
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content platforms. Blog software has popularized the creation of the widgetized self with its 
easy drag and drop widgets that allow bloggers to easily embed content from other platforms 
into their blog via the sidebar. Bloggers can add widgets to the sidebars of their blogs in the 
dashboard of their blog software by adding an embed code to a text widget or by installing a 
plugin that enables a widget with particular functionality such as inserting a blogger’s latest 
tweets.91  

The sidebar is no longer only used by bloggers to link to other bloggers, using the 
blogroll, but also to link to their own presence on other platforms such as Last.fm for music, 
Flickr for photos and YouTube for videos. As my method collects outlinks from the front 
pages of blogs and subsequently performs a co-link analysis, I argue that the “widgetized self” 
in the sidebar on the front page can be captured. The links created in the sidebar of blogs 
through widgets mainly point to social media platforms that appear as new actors in the 
blogosphere.  

Figure 12 shows the presence of the top 10 social media platforms in the structural 
historical Dutch blogosphere between 2004 and 2009.92 While social media platform Last.fm 
was already founded in 2002, it does not appear in the structural blogosphere until 2004 
because the co-analysis method requires two bloggers linking to a node to appear on the map. 
In 2004, the year of the first Web 2.0 conference organized by the O’Reilly Media in San 
Francisco, we see the rise of social media in the Dutch blogosphere. 

 

 
Figure 12: The top 10 social media platforms that were present in the historical Dutch blogosphere between 2004 
and 2009. The historical blogosphere was constructed from the outlinks of a custom collection of archived Dutch 
blogs retrieved from the Internet Archive Wayback Machine on which co-link analysis was performed. 

In the next step I developed a method to map the linking practices of Dutch bloggers in 
relation to social media. In traditional hyperlink analysis these social media nodes are 
disproportionally large because all references to user profiles on Twitter will collapse into a 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
91 See: https://wordpress.org/plugins/tags/sidebar [Accesssed 1 May 2015]. 
92 Before 2004 only iMood is present in the dataset. iMood was launched in 1999 as a site for broadcasting your 
mood on the internet and to friends, see: http://www.imood.com/ [Accesssed 1 May 2015].  
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single Twitter.com node. I further extended the method described in the section on ‘Defining 
the actors’ in which I created custom actor definitions for social media platforms since the 
actor is often defined after the slash, e.g. twitter.com/username.  

Next, I also distinguished between the types of objects that can be linked to in many 
social media platforms, e.g. bloggers can link to Twitter user pages, status updates, hashtag 
searches as well as the domain at large. Attuning to the platform-specific types of objects, I 
created custom actor definitions per platform to enable a more fine-grained hyperlink analysis 
(see Appendix B). When comparing the 2009 blogosphere with and without this custom actor 
definition (see figure 13), it becomes apparent that the social media platforms privilege such a 
fine-grained analysis. Social media are the big nodes in the network without custom actor 
definition; however, with custom actor definition the social media platforms seem to lose 
prominence in the blogosphere. 

 

 
Figure 13: Big social media nodes in the network graph depicting the reconstructed Dutch blogosphere of 2009. 
The upper graph shows the 2009 blogosphere using traditional hyperlink analysis methods, which collapse all links 
to social media platforms into a single node. The lower graph depicts the same network after the custom actor 
definition was applied to distinguish between the various types of links to social media platforms such as links to 
user profiles and platform content. By distinguishing between different link types it is possible to analyze the role of 
social media platforms within the Dutch blogosphere in detail. The historical blogosphere was constructed from 
the outlinks of a custom collection of archived Dutch blogs retrieved from the Internet Archive Wayback Machine 
on which co-link analysis was performed. Visualization created by Anne Helmond and Esther Weltevrede with 
Gephi and in Adobe Illustrator, 2011. 



65  

 
The question then arises what do bloggers link to in social media: to user pages or to content 
(e.g. video, photo, status update)? Figure 14 shows the large social media platform nodes, 
containing smaller nodes. Comparing the various social media platforms, the results suggest 
that certain platforms can be defined as ‘media sharing’ platforms, such as YouTube and 
Flickr, whose links in blogs mainly consist of embedded content. In the blogosphere map with 
actor definition, these nodes decrease in size (see figure 13). Facebook is a relatively small 
node in the Dutch blogosphere and the links it receives dissolve into a divers set of profiles, 
pages, apps, events, and groups. Hyves—the Dutch social network that outnumbered 
Facebook in the Netherlands until July 201193—is one of the smallest social media references.  
  

 
Figure 14: Dutch bloggers linking to Twitter profiles in the network graph depicting the reconstructed Dutch 
blogosphere of 2009. This graph is based on the custom actor definition to distinguish between different types of 
links to social media platforms within the Dutch blogosphere. The historical blogosphere was constructed from the 
outlinks of a custom collection of archived Dutch blogs retrieved from the Internet Archive Wayback Machine on 
which co-link analysis was performed. Visualization created by Anne Helmond and Esther Weltevrede with Gephi 
and in Adobe Illustrator, 2011. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
93 At the time of writing, in June 2011, Hyves was still the number one social network in the Netherlands, despite 
the competition from Facebook and Twitter (comScore 2011). However, Hyves was surpassed by Facebook in July 
2011 (Radwanick 2012) and ceased to exist as a social network two years later. On October 31st, 2013 Hyves 
announced its transformation from a social network into an online gaming portal. Users were offered a mere two 
weeks to download a copy of their own data before the social network was shut down on December 2nd (Naaijkens 
2013). In response to the announcement of the complete shutdown of the oldest and biggest Dutch social network 
and the loss of a big piece of national digital heritage, the ad-hoc archiving collective Archive Team started a 
project to archive Hyves. With the help of the distributed archiving power of participants they managed to save all 
publicly available Hyves data before the shutdown. More information available at: 
http://archiveteam.org/index.php?title=Hyves [Accessed 18 March 2014]. The Hyves back-ups can be downloaded 
from: https://archive.org/details/hyves [Accessed 18 March 2014]. 
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Although the Dutch blogosphere prefers Dutch software and services, as I have argued 
elsewhere (2012), this is not reflected in social media platform links. Twitter, the largest node 
in the network is a platform that mainly receives links to user pages (see figure 13). This 
means that bloggers refer to themselves or to friends on the micro-blogging platform. Out of 
the 160 unique bloggers who link to Twitter user pages, 98 also link to themselves. For 
Twitter, at least, it may be claimed that the widgetized self can be found in the sidebar, as a 
new actor in the blogosphere. 
 

 
Figure 15: Social media platform presence in the reconstructed Dutch blogosphere of 2009. In this graphic the big 
social media nodes have been deconstructed based on the custom actor definition and a fine-grained URL analysis 
to distinguish between different types of links to social media platforms within the Dutch blogosphere. Each grey 
bubble represents a social media platform and is scaled based on the total number of platform links. Within each 
bubble there are colored bubbles that represent the different types of platform links—e.g. user pages, status 
updates, and hashtag searches—and are scaled based on the number links. The historical blogosphere was 
constructed from the outlinks of a custom collection of archived Dutch blogs retrieved from the Internet Archive 
Wayback Machine on which co-link analysis was performed. Visualization created by Anne Helmond and Esther 
Weltevrede in Adobe Illustrator, 2011. 

 
Traditional link analysis has its limitations when analyzing the share of social media platforms 
in blogosphere networks. Link analysis zooms out to look at platforms as a whole and treats 
the entire platform domain as the node and in doing so the individual content link and the 
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individual author link disappear. This study has shown that the uniform large platform nodes 
are deceptive and require a more nuanced exploration.  

With bloggers linking to their own presence on social media platforms and by embedding 
widgets into their sidebars they have altered the link structure of the blogosphere. In particular 
sidebar widgets automatically create links to platforms, thereby embedding blogs into the 
social media ecology. In doing so, bloggers are not only connecting other blogs through 
traditional hyperlinks but they are also connecting social media platforms through social 
media widgets. The next chapter (chapter 4) explores these new link types and (semi-) 
automated linking practices that have been created by social media platforms in more detail. 

 

Further platformization: From the sidebar to the blog post 

The rise of the widgetized self in the sidebar can be seen as the first phase of the 
platformization of the Dutch blogosphere. The second phase is characterized by the 
introduction and integration of social buttons within blog posts for liking, tweeting and 
sharing a post. Since this study is based on a structural analysis of a blogosphere on front-page 
level, it is not possible to detect social buttons in blogs since these buttons are usually placed 
on a sub-page level, the individual blog post. In the following chapters novel methods have 
been developed to detect social buttons within websites (see chapter 5) and archived websites 
(see chapter 6) that may be employed to analyze the collection of Dutch blogs. Future research 
into the platformization of the blogosphere could use these tools and techniques to trace the 
rise of social buttons within the Dutch blogosphere. 

This chapter aimed to contribute to the growing body of literature on blogs and the 
blogosphere by proposing new methods to empirically investigate transitions in the historical 
blogosphere over time. Hence a method was developed and described to create a so-called 
structural blogosphere on the basis of the medium-specific characteristics of the Internet 
Archive, allowing for the re-construction of a blogosphere on domain level and not on post 
level. The advantage of this method is that it allows for a structural blogosphere analysis 
instead of an “issue” or “event” analysis. A structural analysis of bloggers’ linking practices was 
put forward as a way to examine the role of social media within the Dutch blogosphere.  

In this chapter I have presented the first known historical mapping of the Dutch 
blogosphere to analyze changes in the structure of the blogosphere. The results indicate the 
first signs of a decline of the Dutch blogosphere in 2009, while social media presence in blogs 
grows. So while Jason Kottke claimed that social media have taken over the core functionality 
of blogging, the posting of content and sharing of links (2013), the results indicate that this 
functionality may have been taken over for one type of blog, the traditional “linklog” (Schaap 
2004) or “filter log” (Siles 2011). The same could be argued for the decline of the blogosphere 
(Zickuhr 2010). Regarding the evolution of blogging I have found that the blogosphere has 
embraced social media for particular practices. That is, the blogosphere has integrated social 
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media platforms and a consequence the blogosphere is shifting from an interconnected 
network of blogs to being part of the ecosystem of social media. 

Future research may further address the changing linking practices of bloggers by further 
developing the hyperlink analysis presented in this chapter. This could entail looking into 
different types of hyperlinks and connectivity mechanisms by moving beyond the traditional 
hyperlinks, the <A HREF> (out)links, that were retrieved from the front pages. Moreover, I 
wish to distinguish between traditional hyperlinks and the links created by embed codes and 
social buttons to further enrich the hyperlink analysis to analyze new connectivity 
mechanisms. This follows a perspective put forward by Greg Elmer and Ganaele Langlois 
who argue for developing novel methods to explore and map the new networked connectivity 
mechanisms of Web 2.0 which have moved beyond the traditional hyperlink (2006; 2009; 
2013) (see chapter 4, 5 and 6). In the next chapter I further analyze how widgets and social 
buttons have created new forms of automated linking and the consequences of these new link 
types. I trace the changing role of the hyperlink within the era of social media and examine 
how social media platforms have repurposed the hyperlink and have introduced new link types 
to fit the underlying logic of their platforms. 
	    



69  

4. The algorithmization of the hyperlink: Making data platform 
ready 

 
The hyperlink as a key natively digital object (Rogers 2013, 13) is considered to be the fabric 
of the web and in this role has the capacity to create relations, constitute networks and 
organize and rank content. Strands of hyperlink studies have been distinguished that deal with 
links as objects that form networks, objects that signify a particular type of relationship and 
the use and usability of links (De Maeyer 2011). What this study aims to contribute to these 
approaches to studying hyperlinks is an account of the mediating role of software in the 
production, uptake, processing and circulation of links by looking into the technical 
(re)configuration of the hyperlink over time in relation to web devices such as search engines 
and social media platforms. 

First, I address how these devices have handled the hyperlink and how they have 
reconfigured the link to fit their devices. By distinguishing between ‘traditional’ manually 
created hyperlinks and hyperlinks configured by software and platforms I focus on increasing 
automation in the creation of hyperlinks through platform features. Social media platforms 
have introduced a number of alternative devices to organize relations between users, web 
objects and content through web activities of sharing, liking, tweeting or digging enabled by 
social buttons. These devices are understood as pre-configured platform links, which function 
as a call into the database initiating data connections with the associated platform. Next, 
special attention is paid to the role of social media platforms in the automatic reconfiguration 
of the hyperlink into the data-rich format of shortened URLs through a case study on link 
sharing on Twitter.  

Following Tarleton Gillespie’s (2010) and Cornelius Puschmann and Jean Burgess’ 
(2013) work on platform politics, the chapter concludes by addressing the politics of data 
flows of shortened URLs by closely analyzing the role of the Twitter platform architecture and 
related third-party services in its link-sharing environment. Such an approach to 
understanding the reconfiguration of the hyperlink examines the mediating capacities of the 
platform and foregrounds the specificities of the platform itself. By following the trail of a 
shared hyperlink on this social media platform, one can begin to unfold the processes and 
actors involved in turning the hyperlink from a navigational object into an analytical device. 
Further, I use these findings to discuss the implications of the algorithmization of the 
hyperlink not only for users but also for the web itself.  

Through a historical and medium-specific account of the hyperlink that foregrounds its 
socio-technical relationship with devices, this chapter revisits the political economy of linking 
(Walker 2002) within the era of social media. I argue that social media platforms reassemble 
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the existing configuration as the hyperlink enters into a process of algorithmization by shifting 
from a navigational object to a call into a database.  
 

The link as technical artifact 

In 'The World-Wide Web' Tim Berners-Lee et al. describe how much of the infrastructure of 
the web is made out of HTML (Berners-Lee et al. 1994, 78) in which the hyperlink is “the 
basic hypertext construct” (W3C 2013a). The hyperlink is considered “the basic structural 
element of the Internet” (Park 2003) and the “essence of the Web” (Foot et al. 2003) and, 
accordingly, the fabric of the web. In a technical sense the hyperlink is “a technological 
capability that enables one specific website (or webpage) to link with another” (Park 2003, 49) 
where it is often noted that “a hyperlink is not only a link but has certain sociological 
meanings” (Hsu and Park 2011, 364). In this view, links between websites “represent 
relationships between producers of Web materials” (Foot et al. 2003) and these relationships 
may indicate a “politics of association” (Rogers and Ben-David 2008, 499). While links 
establish technical connections between websites they are also considered to organize various 
types of social and political relations between actors. In her overview of link studies Juliette De 
Maeyer discusses how hyperlinks are studied as indicators of social phenomena including 
authority, performance or political affiliation (2013, 739–740). In short, since its inception the 
hyperlink has been attributed various roles beyond its function as a technical artifact. 

This is in sharp contrast with its original design as made explicit by Tim Berners-Lee in 
his commentary on the web’s architecture: “the intention in the design of the web was that 
normal links should simply be references, with no implied meaning”94 and that a link between 
two pages does not necessarily imply an endorsement (1997). Eszter Hargittai illustrates the 
hyperlink’s impartiality through its technical design by describing how “technically speaking, 
all hyperlinks are created equal. They can be easily inserted into any page with the simple code 
<a href=“http://abc.xy”>text or image</a>” (2008, 87). This means that “a link, by itself, 
cannot distinguish fame from infamy” (Finkelstein 2008, 117) and that the different 
attributions and interpretations of hyperlinks are co-constituted by various actors on the web 
including users, webmasters, blog software, search engines and social media platforms, each 
employing them for their own distinct purpose. While Berners-Lee envisioned the link as a 
reference with no implicit or explicit meaning nor as representing an endorsement, devices 
such as search engines and social media platforms have taken up the hyperlink as an indicator 
to represent a variety of relations. They have also actively intervened in the ways the relations 
between hyperlinks, users, search engines and platforms are organized by technically 
reconfiguring the hyperlink to fit the purpose of the device.  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
94 In 1997 Tim Berners-Lee distinguished between two different types of links on the web, normal hyperlinks and 
embedded hyperlinks. Normal hyperlinks are technically defined by the HTML properties 'A' and 'LINK' while 
embedded links refer to embedded objects with 'IMG' or 'OBJECT' (Berners-Lee 1997). 
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This kind of intervention draws attention to the role of software as “the invisible glue that 
ties it all together” (Manovich 2013, 8) in creating and mediating these linking relations. 
Engines and devices not only permeate social relations or support sociality but also contribute 
to structuring relations between human and non-human actors on the web (Beer 2009; Bucher 
2012b; Langlois, Elmer, et al. 2009; Niederer and Van Dijck 2010; Ruppert, Law, and Savage 
2013). Hyperlinks are the main web-native objects creating this dynamic web of relations and 
web devices intervene in the assemblage by mediating the hyperlink through software and 
platform features. In the context of this chapter, this reconfiguration of the hyperlink is traced 
in relation to the rise of devices on the web, first through the “industrialization” (Turow 2008, 
3) of the hyperlink by search engines, second through the automation of the hyperlink by 
(blog) software and finally through the algorithmization of the hyperlink by social media 
platforms. 
 

The industrialization of the hyperlink 

In the early days of the web, often referred to as Web 1.0, links were mainly created by 
webmasters and were considered references or connections between website A and website B 
(Berners-Lee 1997; Park 2003). However, this role changed over time since, “with the initial 
extension of the Web, hyperlinks took on an increasing role as tools for navigation, 
transporting attention from place to place” (Halavais 2008, 51). With links as tools for 
navigation, new actors on the web such as human-edited directories started to collect these 
links by aggregating them into a single place as a reference for useful websites.  

As the size of the web increased, other actors like search engines began to automatically 
index and publish these links. The automatic output of a list of links was based on matching 
metatags (Rogers 2006, 41), but as these types of search engines were prone to spam, a new 
search engine, Google, took a different approach. Google changed the idea of ranking links by 
also taking the link structure of the web into account. It treated the link as an authority 
measure, based on the academic citation index, by calculating a ranking for each link based on 
the weight of sites linking to it (Brin and Page 1998). The PageRank algorithm calculates the 
relative value of a site and in doing so, Google determined that not all links have equal value. 

In order to gain a higher ranking in Google, webmasters aimed to attract links from 
authoritative sites. This gave rise to the business of search engine optimization with its 
strategic link building practices and the buying and selling of links on the black link market 
(Walker 2002, 73). In this way, Google created an economy of links and within what has been 
termed “link economy” turned the link into the currency of the web (Walker 2002; Rogers 
2002) (see chapter 5). Search engines such as Google now regulate the value of links within 
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this economy and have contributed to the “‘industrialization’ of the link” (Turow 2008, 3) 
through their automatic indexing, processing and value determination of links.95  

This link economy of Web 1.0 was based on a relatively open web environment where 
webmasters and bloggers manually create links between websites and webpages, thereby 
creating the fabric of the web. The links are traditional one-way links and point from website 
A to website B where the link is displayed on the former. The link is openly visible and 
indexable for various search engine parties. While such practices have mainly been based on 
webmasters manually creating links between websites, both blogs and later social media 
platforms have advanced more automated forms of linking. The next section briefly addresses 
this increasing automation of links by software and, as a consequence, what new types of links 
have been introduced. 
 

The automation of the hyperlink 

In the early days of the web, there were no specific rules for designing or naming your link and 
webmasters would usually manually construct and name their hyperlinks, for example: 
http://mywebpage.com/aboutme.html or http://www.yahoo.com/news/sports/ and manually 
link to other websites.  

With the increasing popularity of the web and growing number of websites in the mid 
90s, systems were developed to automatically create hyperlinks between key topics (Sotomayor 
1998). Scripts and the introduction of content management software also introduced 
automatically generated links such as http://www.nsf.gov/cgi-bin/getpub?nsf9814 and this 
often led to a decreased readability of links and also contributed to the lost art of reading 
hyperlinks. It could also involve link breakage when webmasters changed to a different script 
or content management software. This led to link design recommendations by Berners-Lee at 
W3C who made the explicit statement that “Cool URIs don’t change” (1998).  

In the late 90s a new type of website, the blog, with its characteristic reverse-
chronological order, put forward a new problem in linking as early blogs displaying the latest 
blog post on top had no way to refer to a specific blog entry. The blog community, in 
collaboration with blog software developers addressed this problem with the creation of a new 
type of link, the permalink. By giving “each blog entry a permanent location at which it could 
be referenced--a distinct URL” (Blood 2004, 54), the permalink enabled linking to the web-
native unit of the blog, the blog post: 

When the Web began, the page was the de facto unit of measurement, and content was formatted 
accordingly. Online we don't need to produce content of a certain length to meet physical page-

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
95 The industrialization is described by Turow in relation to “the growth of an entirely new business that measures 
an advertisement’s success by an audience member’s click on a commercial link” where the hyperlink is “the product 
of a complex computer-driven formula” (2008, 3). 
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size requirements. And as the Web has matured, we’ve developed our own native format for 
writing online, a format that moves beyond the page paradigm: The weblog, with its smaller, more 
concise, unit of measurement; and the post, which utilizes the medium to its best advantage by 
proffering frequent updates and richly hyperlinked text (Hourihan 2002). 

The permalink is a specifically formatted hyperlink developed for the medium of blogs to 
facilitate stable references between blog posts and it became the default output of links for 
blog posts in all major blog software.  

Based on the permalink, blog software developers introduced a new, semi-automatic way 
of linking blogs with the introduction of the trackback and the pingback, which automatically 
notify blog B of a link received from blog A.96 These automatic link notification systems, 
enabled by the default settings in blog software, created reciprocal links between blogs, 
making the link openly visible on both blogs. Trackbacks and pingbacks, in other words, are 
automated linking mechanisms making previously invisible links on the receiving end visible 
by displaying them underneath the blog post, usually within the comment space.  

Blogs also further extended the notion of user-generated linking, previously mainly 
reserved to webmasters, by enabling users to leave links in the form of comments in the blog’s 
comment space. Instead of webmasters placing links, users—and consequently spammers—
could now also create links. With the opening up of the act of linking, the proliferation of 
links and comment spam links became a serious problem and affected the link economy.  

As a response, Google announced a new link attribute (rel=“nofollow”) on hyperlinks in 
2005 so that links with this attribute would no longer pass on value (Cutts and Shellen 2005). 
The attribute was widely supported by all major search engines and blog software providers 
and by implementing it into their software “nofollow” became a standard attribute for all links 
in blog comments. It was a direct intervention of a leading search engine to devalue software-
created links such as pingbacks and user-generated links in the comment space.97 

These examples of changing link types in the blogosphere show the changing 
configuration of actors in the political economy of links in Web 2.0 where the relations 
created by the proliferation of user-generated links and software-generated links and the 
automatic indexing of these links pose a challenge to the engines. In response, Google actively 
intervened in the production of hyperlinks by introducing a new link attribute to fit the device 
in order to prevent a (spammy) disruption of the link economy. The next section moves on to 
explore how social media platforms and their features have contributed to this increasing 
automation of the production and circulation of hyperlinks.  
 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
96 Pingbacks were developed to address the spam problems of trackbacks by automatically verifying the request and 
uses a different protocol than trackbacks. 
97 This may be seen in the way Google describes which types of links should receive this new attribute: “We 
encourage you to use the rel="nofollow" attribute anywhere that users can add links by themselves, including within 
comments, trackbacks, and referrer lists. Comment areas receive the most attention, but securing every location 
where someone can add a link is the way to keep spammers at bay” (Cutts and Shellen 2005). 
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The pre-configuration of the hyperlink: the link as database call 

Since the early 2000s the act of creating and sharing links is no longer a manual task 
belonging to webmasters but is increasingly being performed by software, engines, but also 
platforms as this section seeks to address. As Ganaele Langlois et al. have previously argued, 
the rise of Web 2.0 entails a shift in the actors involved in the creation and distribution of 
hyperlinks: 

Furthermore, whereas the production of hyperlinks in the Web 1.0, HTML-dominated 
environment was created by human users, hyperlinks in Web 2.0 are increasingly produced by 
software as tailored recommendations for videos or items of interest, suggested friends, etc. The 
technocultural articulations that regulate the production and circulation of hyperlinks are thus 
different in the Web 2.0 environment from the Web 1.0 environment, particularly with regards to 
the re-articulation of hyperlink protocols within other software and protocological processes 
(Langlois, McKelvey, et al. 2009). 

The tendency towards the previously discussed automation of links has been further fostered 
with the advent of sharing as “a distributive and a communicative logic” behind participation 
on Web 2.0 sites and social media platforms (John 2012, 169). Sharing is seen as the 
“fundamental and constitutive activity of Web 2.0” (John 2012, 167) where Web 2.0 “relies on 
shared objects—and avenues for circulating said objects” (Elmer and Langlois 2013, 49). The 
sharing logic of Web 2.0 is for instance mediated by and coded into social buttons (Van Dijck 
2013b) which have become typical features of social media platforms to enable the easy 
circulation of links across different platforms (see chapter 5).98 Robert Gehl argues that Web 
2.0 sites thrive on aggregated and shared content and would appear as empty frames without 
it: “Without content, these sites are lifeless shells. Without it, Web 2.0 cannot work” (2010, 
42). 

Many Web 2.0 sites and social media platforms prosper by making use of links and are 
“as so many Web 2.0 applications seem to be, taking advantage of the openness of the Web 
and the underlying associations embedded in its link structure” (Nisenholtz 2008, 131). In this 
context it is of particular interest to look at a new type of link aggregator99 that became very 
popular in Web 2.0: the social news website. These sites are of particular interest here because 
they have introduced new ways of automated linking enabled by social buttons (see also 
chapter 3 and 5). Digg and Reddit are seen as the prototypical social news sites where users 
comment and/or vote on submitted stories or links. Users can either submit links directly on 
the site through a button or on an external website that automatically submits the link to the 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
98 While sharing is seen as the main activity of Web 2.0, a large percent of the sharing activity online happens via 
so-called “dark social.” The Atlantic technology editor Alexis C. Madrigal uses this term to refer to sharing done via 
channels which are hard to measure, such as email or instant messaging, which leave no referrer data (Madrigal 
2012). 
99 These sites may be seen as precursors of earlier link aggregation sites, or group blogs, such as the collaborative 
filtering site Metafilter and tech news and discussion site Slashdot. 
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platform. I detail the development of this automatic submission process within the context of 
link sharing by focusing on Digg to describe how pre-configured platform links have become 
embedded in social buttons to enable automated sharing practices between websites and 
platforms by turning the link into a device to automatically submit and retrieve data. 

Initially users could only submit and vote on stories from within the Digg website itself 
where the site would specifically treat the submission of a story, a link, as a vote. Webmasters 
and bloggers encouraged users to submit their own stories by directly linking to the Digg 
stories submit page, but there was no way to submit or Digg a story from an external website. 
In July 2006, Digg announced a new “code push” to directly integrate Digg into a website 
(Rose 2006). This new integration functioned in two ways: Firstly, it allowed users to directly 
“Submit To Digg” from the website they wanted to submit, through the “Digg Story 
Button”—instead of being redirected to the submissions page—and, secondly, it allowed 
webmasters to display the number of Diggs for a story, in other words the number of votes for 
a link. The first step enabled automated link submissions to Digg by “pre-populating the 
submission form with a title, description, and topic” in the following manner: 
“http://digg.com/submit?phase=2&url=www.UniqueURL.com&title=StoryTitle&bodytext=S
toryDescription&topic=YourSelectedTopic” (Rose 2006). This pre-populated link could be 
used as the anchor of a Digg image thereby creating a social bookmarking icon that 
functioned as an external submission mechanism. In a second step, JavaScript could be used to 
create a ‘data pour’ (see chapter 2), displaying the number of Diggs for a particular URL and 
allowing users to Digg or vote on the story directly from the website: 
 

<script> 
digg_url = 'URLOFSTORY'; 
</script> 
<script src="http://digg.com/api/diggthis.js"></script> (Rose 2006) 
 

Combined with a Digg icon this created a social button100 that, on the one hand, automates 
link submissions from external websites and, on the other hand, decentralizes Digg features by 
providing Digg-functionality on external websites. This functionality includes displaying the 
number of Diggs, or votes, for a particular link and the ability to directly vote on the story if it 
has already been previously submitted to the site. This process, as enabled by social buttons, 
can be seen as an important step in the automatic sending and retrieval—or exchange—of data 
and functionality between websites and platforms, now commonly achieved through APIs, 
that is Application Programming Interfaces (see chapter 2). This is also explicitly stated 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
100 Such icons or buttons are often also referred to as social bookmarking icons. This is derived from their initial 
function to save or share a page on a platform such as Delicious or Digg. Through a deeper integration with the 
connected platform the functionality of these buttons has changed over the years by also allowing showing the 
number of saves or votes or shares or other interactivity related to the page or link. The icons or buttons have since 
often also been referred to as share buttons or social buttons. 
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within the Digg documentation, which announced the new submission mechanism as a way 
for third parties to interact with Digg’s data in absence of an API:  

This document outlines the current way we allow partners and third parties to put “Digg This” 
and “Submit to Digg” links on their site. Our strategy is to bring both types of links to the story 
submission URL at Digg, which will allow a user to submit the story if it doesn’t exist. If it 
happens to already exist, they will be able to see the story and digg it on our site. The formal API 
alternative is still in development, and when complete, will allow more direct integration with 
Digg’s data (Digg 2006). 

With this new “External Story Submission Process” Digg put forward a new type of 
linking practice: pre-configured linking, where the link is automatically configured for platform 
submission when clicking the button. The issue here concerns how this practice has not only 
contributed to the automation of the hyperlink, but also to the algorithmization of the 
hyperlink by setting up channels for data exchange. This is seen in relation to the increasing 
modularity of the web (see chapter 2), often associated with Web 2.0 as an architecture of 
modular elements heavily relying on APIs for the exchange of data (Langlois, McKelvey, et al. 
2009) and the rise of social media platforms within this infrastructure. As discussed in chapter 
2, the term “platform” could be seen as having a computational, architectural, figurative and 
political meaning, implying different things for different actors, as put forward by Tarleton 
Gillespie in his discourse analysis on the politics of platforms (2010). In this chapter I follow 
the computational meaning of a platform as defined by Marc Andreessen as “a system that can 
be reprogrammed” (Andreessen in: Bogost and Montfort 2009) to analyze how platforms 
create an “architecture of assembly” with modular components to disperse and exchange 
platform data and functionality (Ullrich et al. 2008). 

As argued in chapter 2, a social network site becomes a social media platform once it can 
be programmed, these days typically achieved by providing an API allowing the structured 
exchange of data and functionality between websites and services. In Web 2.0, or the web as 
platform (O’Reilly 2005), websites have increasingly become database applications where links 
in social buttons function as queries into the platform’s database and as connection initiators. 
Technically, the devices that enable the automatic sharing of links are not hyperlinks, rather 
they are API calls into the platform’s database that enable data exchanges, where the hyperlink 
itself is just one of the many fields within the database.  

Due to this particular setup, social buttons allow for a different type of linking than the 
previously described mechanisms. Social buttons do not create a link between two websites or 
blogs (see chapter 3), but rather, between websites and platforms, thereby automatically 
recentralizing all links to the platform (see chapter 5). The platform then aggregates these 
links and uses them as a voting mechanism in which each link has equal value. This stands in 
sharp contrast with search engines, where links have different values, even within the same 
site, and can also be deprived of their value, as in the case of the comment space. However, 
links shared on platforms do not have equal value in terms of visibility, as some links may only 
be visible from within the platform itself and to different platform populations. 
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It may be argued that the social buttons and the associated ranking of links on their 
platforms have taken up the empty space of the value of the user-generated link and the 
software-generated link after Google rendered these links worthless with the “nofollow” 
attribute (Weltevrede 2011). Social media platforms, as actors within the link economy, create 
their own value from links outside the “nofollow” attribute since while links on platforms have 
a “nofollow” attribute—which means they do not pass on value for rankings in search 
engines—they do contribute to the value on the platforms themselves. In this sense, each 
platform has its own value feature: the Like, the (re)tweet, the +1. As further argued in the 
next chapter, social media platforms are creating their own web economies related to the link 
and hit economy by creating platform-specific currencies, often enabled through social 
buttons. 

Social buttons mediate link sharing in particular ways by automating the practice of 
linking through the pre-configuration of links, while at the same time introducing themselves 
as intermediaries in link creation and circulation. Platforms emerge as an interface between 
users, webmasters and search engines and “arise as sites of articulations between a diverse 
range of processes and actors” (Langlois, McKelvey, et al. 2009). For the political economy of 
linking in the era of social media, platforms become important actors in the production and 
distribution of links while at the same time regulating access to these links for engines. 

Due to the proliferation of links by the automated linking practices of social buttons and 
due to the closed character of particular social media platforms, the engines cannot index all 
links. But, according to Matt Cutts, head of Google’s Webspam team, if Google can crawl 
Twitter and Facebook links it uses them as a social signal in their web search ranking.101 
While some engines enter direct partnerships with social media platforms,102 the platforms are 
establishing themselves as independent new players in the economy of links by building on the 
industrialization and automation of the link. Besides putting forward more automated forms 
of linking, social media platforms have repurposed an already existing new type of link, the 
shortened URL, as an automated device for information harvesting. 
 

Shortened links as data-rich URLs 

The idea of URL shortening goes back to 2001 when the service makeashorterlink.com was 
launched to transform long URLs into shorter ones as an answer to long links breaking—and 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
101 On top of that, Google also takes the reputation of the author on Twitter and Facebook into account. See: 
http://www.youtube.com/watch?v=ofhwPC-5Ub4 [Accessed 24 May 2013]. 
102 Google and Twitter had a partnership to include tweets in Google’s Realtime Search results but this deal expired 
in 2011 (Sullivan 2011). In 2015 they renewed their partnership and tweets are not included in Google on mobile 
devices (Sullivan 2015). Yahoo! and Twitter previously had a partnership to include tweets in Yahoo!’s search 
results (M. Mayer 2013) and currently have a deal to enhance a user’s contact cards on Yahoo!’s with the user’s 
information from Twitter (Dunning 2015). Bing and Twitter also announced a partnership in 2013 (The Bing 
Team 2013; Ioannides 2013) and closely partners with Facebook (Connell 2013). 
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becoming unclickable—in email clients.103 The mainstream success of URL shortening 
services is often attributed to Twitter, because of the platform’s 140-character limit 
(Antoniades et al. 2011, 715). In a medium where every character counts, users started to 
employ URL shortening services to save characters by shortening their links. These URL 
shortening services (USS) do not technically change the link but create an alias for the link, 
the shortened URL, which then redirects to the original long URL. When the shortened 
URL is requested the USS issues a “HTTP/1.1 301 Moved Permanently”104 status code 
response that tells the browser that the location of the shortened URL has been moved 
permanently and redirects the user to the location of the original long URL. Shortened URL 
redirection happens largely unnoticed by users but the technique, which is currently used by 
more than 600 distinct USS (Maggi et al. 2013, 861), adds an extra layer of indirection to the 
web by creating an additional hyperlink that needs to be resolved (Schachter 2009). 

This new layer of shortened URLs can be analyzed in relation to the algorithmization of 
the hyperlink by social media platforms as prime contributors to this production of an 
additional element of infrastructure. It is important to distinguish between two types of 
shorteners to analyze this new layer of shortened URLs to discuss its implications for various 
actors on the web. Federico Maggi et al. (2013) differentiate between general URL shortening 
services such as tinyurl.com, bit.ly and ow.ly and site-specific URL shortening services such as 
flic.kr (Flickr), youtu.be (YouTube), fb.me (Facebook), t.co (Twitter) and goo.gl (Google). 

The general shorteners, popularized by TinyURL, allow you to convert any long URL 
into a shortened URL after which the shortened URL can be easily shared across various 
platforms. The second type of shorteners, the site-specific USS, are connected to the website 
itself and often tied into website features.105 Social media platforms in particular use site-
specific USS to integrate them into their platform-specific sharing features. In these cases, 
sharing content from a website or social media platform using social buttons, which through 
their embedded pre-configured linking practices enable the easy sharing of content outside the 
boundaries of the platform, may automatically produce shortened URLs. This is the case, for 
example, when you share a video from YouTube through the “Share this video” option on the 
platform. In this scenario, YouTube automatically produces a short YouTube URL to share: 
http://youtu.be/Yv73cRpbQaE. Or, if you share an article from The Huffington Post on 
Twitter using the ‘tweet’ button a Twitter pop-up appears which contains an automatically 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
103 See: http://web.archive.org/web/20010713184016/http://makeashorterlink.com/about.php [Accessed 24 May 
2013]. Also, a patent filed in 2000 mentions the idea of using “shorthand URLs” (Megiddo and McCurley 2005). 
104 While there are other types of redirection “HTTP/1.1 301 Moved Permanently” is the most commonly used 
redirect in USS. 
105 However, not all site-specific USS are run by the websites themselves. Rather, some use a general USS such as 
bit.ly that offers a custom URL service. Bitly is one of the main providers of custom shortened URLs for websites 
and they power over 10.000 custom short domains including Foursquare (4sq.com), The New York Times 
(nyti.ms) and The Huffington Post (huff.to), see: http://blog.bitly.com/post/284009728/announcing-bit-ly-pro  
[Accessed 24 May 2013]. Since everyone can create a custom short domain powered by bit.ly it has become 
increasingly difficult to distinguish between general USS and site-specific USS. 
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produced tweet with the article’s title and Huffington Post shortened URL: 
http://huff.to/xs4lYU. This mechanism is similar to the previously discussed automated link 
submission from Digg, except that the pre-configured link produced is a shortened URL. 

In this sense, sharing as the essential activity of Web 2.0 (John 2012) is mediated by 
platform-specific objects such as social buttons, which may automatically create platform-
specific shortened URLs.106 Users, websites, platforms and USS together contribute to the 
additional layer in the web's infrastructure by producing shortened URLs.  

 

The proliferation of links through data-rich shortened URLs 

Sharing links may automatically produce shortened URLs and in doing so create an extra alias 
for the existing link. On top of that, most USS create a unique shortened URL for each long 
URL submitted or shared. This means that if 20 people each share the same article from the 
Huffington Post to Twitter using the ‘tweet’ button 20 new unique huff.to URLs and 20 new 
unique t.co URLs are automatically produced. The shared Huffington Post article no longer 
has a single URL that points to its location on the web, but now exists under an additional 20 
unique huff.to URLs and 20 unique t.co URLs which all point to, or rather redirect to, the 
original URL. The sharing features and infrastructure of the Twitter platform contribute to a 
proliferation of links in order to track the further sharing of these links within and outside of 
its platform by gathering statistics for the shortened URL. 

The ability to track analytics for shortened URLs was conceived by a second generation 
of general USS who added new value to their services by not only shortening the URL but 
also by providing statistics for the shortened link. They transformed the shortened URL into a 
data-rich hyperlink suitable for analytical purposes. The hyperlink as a shortened URL is no 
longer a navigational tool but carries information on the clicks and other (user) data related to 
it. The biggest general USS, Bitly, which processes about 500 million links per month 
(Kessler 2014), offers metrics including the number of clicks on the bitl.y link, the date and 
time the link was clicked, the country the link was clicked from and where the link was shared 
from, e.g. Twitter, Facebook, Google+, email etc.107 Besides providing data for each unique 
shortened URL these general USS also offer aggregated data for all related shortened URLs 
that have been created for the same long URL: many shortened URLs may be resolved to one 
single global shortened URL to keep track of a cumulative count of statistics for the original 
long URL (Chhabra et al. 2011, 95). 

This capacity of the shortened URL as an analytical device may provide websites with 
valuable information about the popularity and spread of their content. Indeed, instead of using 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
106 Not all sharing features distribute a site-specific shortened URL and it also depends on whether a link is shared 
from the web or a mobile platform. 
107 Link statistics can be accessed on the Bit.ly website by adding a '+' at the end of any bit.ly link or through the 
Bit.ly API, see: http://dev.bitly.com/link_metrics.html [Accessed 24 May 2013]. 
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a general USS for statistics, many websites (and in particular social media platforms) have 
started to implement their own site-specific USS. This has four main advantages: first, 
websites can use a custom shortener to create vanity URLs, for example technology blog Ars 
Technica uses the custom URL arst.ch; second, they are not dependent on an external service 
to provide them with statistics; third, by not relying on an external service to resolve shortened 
URL aliases—with the risk that if the USS goes down the shortened links created by the USS 
will no longer resolve and thus break—the shortened URL will work as long as the website it 
refers to is still online (Winer 2009); and finally, by routing all links through an internal USS 
they can be connected to a user profile on the platform. At the end of 2009, two major 
platforms, Facebook and Google, quietly introduced their own site-specific USS by 
embedding them into their services (Sterling 2009) to track the spread of their links across the 
web.   
 

The algorithmization of the hyperlink 

So far I have discussed the transformation of the hyperlink from a navigational device into an 
automated analytical device through the proliferation of a new type of hyperlink, the data-rich 
shortened URL. I now move on to the role of platform infrastructure to analyze the changing 
role of the hyperlink within social media, by focusing on Twitter. Attention is drawn to the 
mediation of links, which entails a reconfiguration of the hyperlink into an algorithmic device 
to fit the platform. 

Initially Twitter did not have its own URL shortener and many users relied on general 
USS to shorten their links before sharing them onto the platform. In 2008, Twitter integrated 
TinyURL as its default shortener to automatically shorten all links shared on the platform, but 
later replaced it with Bitly, which offered metrics and better uptime by comparison 
(Kirkpatrick 2009). In March 2010, Twitter announced it had been testing its own URL 
shortener by wrapping shared links in private messages with a twt.tl URL (@delbius 2010). A 
year later, the company officially rolled out its own internal link shortening service across the 
whole platform with t.co (Twitter 2011). T.co is Twitter’s so-called “link wrapper”, a service 
that “wraps” all the links shared on the platform with its own platform-specific t.co shortened 
URL.  

In other words, Twitter routes all links through its own t.co link service and in the 
process shortens these links to a 22-character t.co URL and wraps them into a data-rich layer. 
This means that even already shortened URLs, or URLs shorter than 22-characters, are 
transformed into a 22-character t.co URL. This process is referred to as link wrapping because 
while technically Twitter changes the “href” of the original URL into a t.co URL it will 
usually not display this t.co URL; rather, it keeps the full URL in the link code created with 
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HTML and displays a shortened version of the original URL in a semantically 
comprehensible way.108  

Twitter developer Taylor Singletary explicitly states that t.co is not simply a URL 
shortener,109 but a URL wrapper and that Twitter wraps all links for two purposes: first, to 
protect its users from malicious links to phishing or malware websites and second, to 
understand how users engage with shared links (Twitter 2011). By rerouting all links through 
their platform, it can detect spam links by matching them against a list of known malicious 
links and, subsequently, warn for or even block potentially harmful links. Besides providing a 
phishing protection mechanism the link wrapping creates a shortened URL, which can be 
used to gather statistics on the link: 

Twitter may keep track of how you interact with links across our Services, including our email 
notifications, third-party services, and client applications, by redirecting clicks or through other 
means. We do this to help improve our Services, to provide more relevant advertising, and to be 
able to share aggregate click statistics such as how many times a particular link was clicked on 
(Twitter 2012b). 

The hyperlink has become an analytical device in the form of a shortened URL used to gather 
information about link sharing behavior as each link shared on the platform can be traced and 
connected back to an individual user profile. Twitter’s practice of automatic link wrapping 
creates a data-rich shortened URL that becomes one of the many fields in the platform’s 
database and may be used for different purposes, including metrics and analytics: 

In addition to a better user experience and increased safety, routing links through this service will 
eventually contribute to the metrics behind our Promoted Tweets platform and provide an 
important quality signal for our Resonance algorithm – the way we determine if a Tweet is 
relevant and interesting to users. We are also looking to provide services that make use of this 
data, an example would be analytics within our eventual commercial accounts service (Garrett 
2010). 

By automatically wrapping links in tweets with a t.co URL, Twitter makes this shared data on 
its platform “algorithm ready” (Gillespie 2014, 168) by reconfiguring the hyperlink to fit the 
platform. The automatic processing of the hyperlink and its reconfiguration into an analytical 
device in order to become part of an algorithmic system is what I refer to as the 
algorithmization of the hyperlink. Hyperlinks in tweets may serve as signals in various 
algorithms that structure, filter and recommend content on the Twitter platform including the 
relevance algorithm behind Twitter Search, the popularity algorithm behind Trending Topics 
and the personalization algorithm behind the Discover tab to find new and relevant content: 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
108 “url”: http://t.co/9YEaNmtd  
“display_url”: “huffingtonpost.com/2012/01/14/cos... ” 
“expanded_url”: http://www.huffingtonpost.com/2012/01/14/costa-concordia-disaster-_n_1206167.html. 
109 “‘Shortening URLs’ isn't a primary focus or ‘purpose’ of t.co. Wrapping URLs for safe redirection & abuse 
prevention is the primary goal of t.co, regardless of a URL’s original length” (Singletary 2011). 
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To generate the stories that are based on your social graph and that we believe are most interesting 
to you, we first use Cassovary, our graph processing library, to identify your connections and rank 
them according to how strong and important those connections are to you. 
 
Once we have that network, we use Twitter’s flexible search engine to find URLs that have been 
shared by that circle of people. Those links are converted into stories that we’ll display, alongside 
other stories, in the Discover tab. Before displaying them, a final ranking pass re-ranks stories 
according to how many people have tweeted about them and how important those people are in 
relation to you (Twitter 2012a). 

David Beer discusses how “the activities of content generation and participation of Web 2.0 
feed into relational databases and are then used to sort, filter and discriminate in automated 
ways and without users knowledge” (Beer 2009, 998) where these activities, including link 
sharing, are mediated by the platform’s infrastructure in anticipation of being fed into an 
algorithm. Links on Twitter become part of multiple algorithms within the platform but they 
also become part of multiple databases and algorithms outside of the platform. These include 
“Twitter Certified Products” partnerships such as SocialFlow using links in its 
AttentionScore™ algorithm and Topsy’s link trending and relevance algorithm. But links on 
Twitter may have also entered multiple relations with engines, devices and other platforms 
before being posted onto Twitter. These include sharing practices using social buttons and 
cross-posting practices where users post a link on one platform which then automatically posts 
it to other platforms. This may be achieved by connecting platforms in the platform’s settings, 
e.g. “Link Your Facebook Profile to Twitter”110 to update your Facebook friends and Twitter 
followers at the same time, or by using external tools such as If This Then That.111 Links 
passing through various channels become part of the larger link-sharing environment on the 
web where each device or platform may reconfigure the link in order to fit their medium by 
making it “algorithm ready” (Gillespie 2014), a practice I refer to as making data “platform 
ready”.  

The practice of link sharing on Twitter, in relation to its larger link-sharing environment 
on the web, can be analyzed from the perspective of the link itself by looking at the role of the 
platform architecture, related third-party services and other actors involved in the production, 
proliferation and circulation of hyperlinks to address the politics of data flows of shortened 
URLs within social media. The following section of the chapter develops this analysis by 
means of a specific case study.  
 
	    

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
110 See: https://www.facebook.com/twitter/ [Accessed 23 April 2013]. 
111 The service If This Then That ‘Put the internet to work for you’ lets you connect web services and social media 
platforms with each other using APIs. See: https://ifttt.com [Accessed 23 April 2013]. 
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The social life of a URL shared on Twitter 

Here, I follow the path of a single URL to draw attention to the reconfiguration of the 
hyperlink by software and platforms in the practice of link sharing on Twitter. It takes a 
medium-specific approach by “following the medium” (Rogers 2013, 25) to see how the 
platform handles the natively digital object of the hyperlink and it reuses those techniques to 
analyze the actors within the political economy of linking in social media. I propose a method 
for following shared links on Twitter in order to trace part of the larger link-sharing 
environment of the social web and the actors involved in the creation, proliferation and 
distribution of these links. 

To outline this method, I focus on one particular link shared on Twitter, a Huffington 
Post article on the Costa Concordia Disaster with the following URL: 
http://www.huffingtonpost.com/2012/01/14/costa-concordia-disaster-_n_1206167.html.112 
Because Twitter creates a unique t.co for every link shared on its platform we first need to 
detect all the instances of the Huffington Post URL on Twitter. This immediately poses a 
challenge because Twitter itself does not offer a straightforward way to retrieve all the 
mentions of the link within the platform. The Twitter Search web interface allows you to 
search for a URL, but does not return a count for the number of tweets the URL is referenced 
in nor provide historical data for “old” shared links. The Twitter APIs, in this case the Search 
API and Streaming API, are the industry-preferred methods to get access to Twitter data, but 
while the Search API allows you to query for a URL it only provides an index of recent 
Tweets (6-9 days) which is further limited because “not all Tweets will be indexed or made 
available via the search interface.”113 The Streaming API limits requests with too many 
parameters making it unable to track a full URL.114 Moreover, because it is designed “for 
receiving tweets and events in real-time,”115 it does not serve past tweets, making both Twitter 
APIs unsuitable entry points for the analysis. 

Retrieving all mentions for a specific URL can be achieved with the external service 
Topsy, a certified Twitter partner offering “instant access to realtime and multi-year analyses 
from the world’s largest index of public Tweets.”116 Topsy is a “realtime social search engine” 
that allows you to search for a topic or URL mentioned on Twitter. Most importantly, in 
contrast to Twitter itself, Topsy provides historical data making it a suitable entry point for 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
112 Initially the data was gathered manually from Topsy on January 16, 2012. It was redone on April 18, 2013 by 
gathering data from the Topsy API in order to expand the application of the proposed method to historical data. 
113 See: https://dev.twitter.com/docs/using-search [Accessed 25 May 2013]. 
114 When using a full URL as the input parameter the API returns an error that the track keyword (the URL) is too 
long. A canonicalized domain (example.com) is accepted however. See: https://dev.twitter.com/docs/streaming-
apis/parameters#track [Accessed 25 May 2013]. 
115 See: https://dev.twitter.com/discussions/6971 [Accessed 25 May 2013]. 
116 See: https://dev.twitter.com/programs/twitter-certified-products/topsy and http://topsy.com/ [Accessed 25 May 
2013]. 
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analysis. The Topsy API allows URL requests to be made and returns a list of unique tweets 
referencing the requested URL, called Twitter Trackbacks.117 

The Topsy API returned 172 unique Twitter Trackbacks, tweets containing the specified 
URL, for the Huffington Post URL.118 In this case study I am particularly interested in 
tracing the software mediation from the actors involved in link sharing, so in a next step I 
extracted all links from the tweets using the Harvester tool which extracts URLs from text.119 
The tool extracted 147 unique t.co URLs from the 172 tweets containing the URL meaning 
that there are a 147 unique links on Twitter that all refer to the same article on the 
Huffington Post. These 147 URLs returned by the Topsy API are all t.co links because 
Twitter automatically transforms all links passing through its platform into t.co links using the 
t.co link wrapper. The single Huffington Post URL has now been proliferated into 147 
unique URLs by the platform.  

In the next step, I followed the redirection paths of all 147 unique t.co URLs to trace the 
origin of the link. By following the URL, or more specifically its redirect chain, we can detect 
which channels, other than the Twitter platform infrastructure, the link has passed through 
before ending up on Twitter.  

So, in a third step, I followed the redirect chain of all these t.co links to see where they 
resolved using the custom built URL Follow tool.120 Since t.co links, and other types of 
shortened URLs, are redirects this tool employs cURL121 to follow this redirection path. 
CURL can follow HTTP redirects of (shortened) URLs by iteratively requesting the server’s 
HTTP location header until the final destination is returned. The output of the header shows 
the path of redirection (see Appendix C) where the input point is a single unique t.co. 

In a fourth step, the redirection paths of all 147 t.co URLs were written down in a 
spreadsheet. This sheet with redirections was exported as a .csv file and transformed into a 
Gephi file using the Table2Net tool.122 In a fifth step, all redirections were coded in Gephi 
with the name of their URL shortener and UTM link tag before removing these and other 
tags from the URLs.123 The connections between the links, the paths of redirects, were then 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
117 “On Topsy a trackback is a reference to a URL by an author. A tweet with an URL is a Twitter Trackback. This 
is slightly more expansive usage of the term compared to its original meaning. The Otter API provides the list of 
trackbacks for any URL that is in the Topsy index,” see: https://code.google.com/p/otterapi/wiki/Glossary 
[Accessed 25 May 2013]. 
118 See: http://otter.topsy.com/stats.json?url=http://www.huffingtonpost.com/2012/01/14/costa-concordia-
disaster-_n_1206167.html&apikey=secret] [Accessed 1 June 2014]. 
119 See: https://tools.digitalmethods.net/beta/harvestUrls/ [Accessed 1 June 2014]. 
120 See: http://labs.polsys.net/tools/urlfollow/ [Accessed 1 June 2014]. The URL Follow tool has been custom built 
by Bernhard Rieder for this research. 
121 “Curl is a command line tool for transferring data with URL syntax.” See: http://curl.haxx.se/ [Accessed 1 June 
2014]. 
122 See: http://tools.medialab.sciences-po.fr/table2net/ [Accessed 1 June 2014]. 
123 UTM (Urchin Tracking Module) are tags that can be added to an URL to track extra information about the 
link and may include the source of the link (the referrer, eg Google or twitterfeed) and the medium (email, 
newsletter, Twitter). See: https://support.google.com/analytics/answer/1033863 [Accessed 1 June 2014]. 
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analyzed and visualized using Gephi. Figure 16 shows the t.co network of the single 
Huffington Post article URL. 
 

 
Figure 16: The hyperlink network of a single shared Huffington Post URL on Twitter. The network graph depicts 
the redirection paths of a single URL. The path resolves from the outside to the inside to the original URL in the 
middle of the graph. All the redirection paths were coded and color-coded according to their top-level-domain, e.g. 
t.co and huff.to. Twitter’s t.co shortened URLs are colored in light blue. Each node represents a platform or third-
party service in the redirection path that has reformatted the original Huffington Post URL into a platform-
specific shortened URL to track link data. The data was collected using Topsy, a social analytics company that 
indexed all public tweets. All the URLs were resolved using the custom-built URL Follow tool to follow URL 
redirection paths using cURL. The network graph was created and color-coded in Gephi. 2012. 

 
The visualization shows the network of a single link shared on Twitter and depicts the 
mediating capacities of devices such as engines and social media platforms.124 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
124 It is a different type of visualization than normally produced as the output of hyperlink network analysis because 
it does not show the links between different websites but rather the network of redirection paths of single URL. 
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First, it shows the proliferation of the hyperlink as an effect of its reconfiguration into a 
data-rich shortened URL. There are 211 nodes (including the original Huffington Post URL) 
in the graph, which is more than the 147 unique t.co links that have been produced by the 
Twitter platform architecture. This points us to the existence of other actors involved in the 
proliferation of the hyperlink that are creating unique URLs for the original URL when 
handling the link. In this case, I have discovered the following new actors: 20 huff.to 
(Huffington Post), 16 fb.me (Facebook), 5 ow.ly (Hootsuite), 4 bit.ly (Bitly), 4 dlvr.it 
(DlvrIt), 3 goo.gl, 2 google, 1 feedburner (Google), 2 tinyurl (TinyURL), 2 j.mp (Bitly), 2 
hockey (spam), 1 is.gd (Is.gd). 

The network diagram displayed in figure 16 is a visual representation of a directed graph, 
that is, “every link has a source and a target” (Rieder 2013) and shows the redirect chain of 
each t.co. In this small sample only 57 of all 147 t.co links, depicted in the center of the 
visualization, directly resolve to the Huffington Post URL. This means that the other links 
pass through one or more channels other than the Twitter architecture before being posted on 
the platform. This may happen, for example, if the link is shared from an external website 
using social buttons, or if the link is shortened using a general USS, or if the link is cross-
posted from another platform. I briefly discuss each of these scenarios in relation to the new 
links found as they point to the various actors involved in mediating distinct sharing practices 
on Twitter and in creating a new layer of data-rich shortened URLs before moving onto the 
implications of this new layer. 

The huff.to URL is a platform-specific shortened URL belonging to the Huffington Post 
and is automatically produced through pre-configured linking by using the “tweet” button 
next to the article. Fb.me is Facebook’s platform-specific shortener and is mostly used in the 
mobile interface indicating that these links have been shared from Facebook’s mobile interface 
to Twitter. By shortening the link Facebook using fb.me can derive value from it by tracing it 
across the web and feed back these link metrics into its own platform for further use. Ow.ly, 
bit.ly, tinyurl, j.mp and is.gd are general URL shorteners that can be used before sharing the 
link on Twitter to gather link statistics but they may also be embedded in third-party Twitter 
applications as default shorteners. Dlvr.it is a web service to automatically cross-post your new 
blog content to Twitter, Facebook, Google+ and LinkedIn, and allows you to schedule your 
posts.125 Goo.gl is Google's general URL shortener and is also integrated into several Google 
products including Feedburner for automatically posting your new blog posts to Twitter. Two 
of the longest redirect chains, where the link passes through three distinct actors, are spam 
links that have been shortened by several URL shorteners in order to obfuscate the URL by 
creating long redirect chains (Lee and Kim 2013). 

Analyzing the redirect chains of the unique shortened URLs created by the Twitter 
platform provides an entry point into examining the role of software in the reconfiguration of 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
125 To complicate the sharing landscape even further dlvr.it also allows you to use bit.ly as a default shortener 
instead of dlvr.it making it difficult to establish the actual source. 
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the hyperlink throughout the link-sharing environment of Twitter. This environment can be 
seen as a “sociotechnical system” defined by “the intricate collaboration between human users 
and automated content agents” (Niederer and Van Dijck 2010, 1368) where link sharing is 
enabled by (semi-) automated devices such as tweet and share buttons, scheduling software, 
cross-posting services and other third-party applications. Within this system, each actor in the 
redirect chain reconfigures the hyperlink to fit their platform where many transform it into a 
data-rich shortened URL to derive value from the associated data flows. In other words, these 
shortened URLs are created to enable a data connection between the user, the shared link and 
platform database to track the link and related statistics. The practice of link sharing on social 
media platforms automatically routes the link through the platform that renders the link, and 
to a certain extent the user, into a traceable object. As such, this case study unveils a particular 
strand of actors that could be added to the Twitter data ecosystem described by Puschmann 
and Burgess (2013): the intermediaries of link sharing, and in particular, URL shorteners and 
their politics of data flows. These intermediaries derive value from data flows related to the 
data-rich shortened URL such as detailed link statistics, enabled by cookies.126 In the case of 
bit.ly, for example, this “information includes, but is not limited to: (i) the IP address and 
physical location of the devices accessing the shortened URL; (ii) the referring websites or 
services; (iii) the time and date of each access; and (iv) information about sharing of the 
shortened URL on Third Party Services such as Twitter and Facebook.”127  

Following the web-native object of the hyperlink on a platform has revealed numerous 
actors that set themselves as intermediaries to track links and associated user data within the 
link sharing environments of social media. This case study illustrates how the link significantly 
changed from a navigational device into an analytical device through the automatic 
reconfiguration by social media platforms. For these platforms, a good hyperlink not only 
points from A to B, but it is also data-rich by establishing a connection with the underlying 
platform database and by making data entering the database “platform ready.” 
 

The implications of a web of shortened URLs 

Demetris Antoniades et al. describe how “URL shortening has evolved into one of the main 
practices for the easy dissemination and sharing of URLs” (2011, 715) but they also point out 
that the shortened URL has hitherto remained an understudied object. They want to put the 
study of shortened URLs on the agenda since their usage in social networks and social media 
platforms is rapidly growing; indeed, they account for an increasingly significant amount of 
web traffic and are becoming a critical part of the web’s infrastructure (Antoniades et al. 
2011). According to their work, shortened URLs reflect an “alternative web” which is created 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
126 See: https://bitly.com/pages/privacy [Accessed 3 June 2013]. 
127 Ibid. 
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and consumed by a particular community of users on social network sites and social media 
platforms and this web reflects their interests (2011, 112). In this article, I focused on how 
users, software and platforms collaboratively and automatically create this alternative web of 
shortened URLs through the reconfiguration of the hyperlink in the practice of link sharing.  

To conclude, I would like to address the implications of this new infrastructural element, 
which may be seen as part of “the core infrastructure of the social web” (Mattlemay 2011). 
First, the practice of automatic link shortening adds an extra layer to the web’s infrastructure 
based on centralized hubs (Schachter 2009; Winer 2009). This means that if the USS goes 
down or the service gets disrupted, then all shortened links from that domain can no longer be 
resolved to the longer link, which causes link breakage. The Internet Archive and The Archive 
Team (URLte.am) have both addressed the vulnerability of this new infrastructure with 
shortened URL archival initiatives. The Internet Archive has a project titled 301works.org, 
“an independent service for archiving URL mappings,” which collects lists of shortened URLs 
aliases and their corresponding long URL so that the Internet Archive can continue to resolve 
the shortened URLs in case the participating USS closes down. This initiative requires the 
active participation and permission of USS which is why the Archive Team, who claim that 
shortened URLs “pose a serious threat to the internet’s integrity,” have taken a more 
aggressive approach by scraping USS to create backups and release those backups as torrent 
files.128 Another vulnerability comes from URL shorteners being registered on foreign top-
level domains (t.co = Colombia, bit.ly = Libya) which comes with potential legal and 
censorship issues (Johnson, Arthur, and Halliday 2010; Sandvig 2013).  

The extra layer of shortened URLs also slows down the web because redirects impose 
additional data requests that need to be resolved (WatchMouse 2010). In October 2010 alone, 
the biggest general USS, Bitly, handled over 8 billion redirects. A year later, it entered a 
relationship with Verisign, which operates critical parts of the Internet by running two of the 
13 root DNS servers (Mattlemay 2011), to ensure fast and reliable shortened URLS (Giles 
2011). This partnership also included a data-sharing agreement between Verisign and Bitly, 
whereby “Verisign’s data could add an awareness of activity outside the social sites where Bitly 
links are used” (Giles 2011). Within this arrangement, moreover, it is pointed out that “an 
average user interacts more than 30 times a day with Verisign’s infrastructure.”129  

A second set of related concerns involves tracking user behavior through shortened URLs 
and the creation of user profiles by USS by setting cookies (Neumann, Barnickel, and Meyer 
2010). This data may be combined with other sources through data-sharing agreements and 
data may licensed or sold to other parties, depending on the Terms of Service of the USS. To 
illustrate, in June 2014, Bitly announced a new product called Bitly Audience which will 
“allow marketers to integrate Bitly data with a CRM software like Salesforce so that if they 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
128 See: http://urlte.am/ [Accessed 4 June 2013]. 
129 See: http://www.verisigninc.com/en_US/why-verisign/education-resources/how-dns-works/index.xhtml 
[Accessed 4 June 2013].  



89  

want to, say, only send a discount coupon to people who have clicked on two links in addition 
to signing up for the newsletter or receiving a call from a representative, they can” (Kessler 
2014). 

Another privacy concern is that not all users are aware that shortened links are publicly 
accessible and that secret URLs may be found through enumeration or may be indexed by 
search engines (Neumann, Barnickel, and Meyer 2010). Besides these privacy implications, 
researchers also point to numerous security implications including the hacking of USS to 
redirect links to malicious sites or the use of USS in phishing attacks (Chhabra et al. 2011).  

Finally, and to return to the changing role of the hyperlink from a navigational device to 
a database call, one can see that the practice of link sharing as a “fundamental and constitutive 
activity of Web 2.0” (John 2012, 1) has become mediated by platforms. These platforms are 
reconfiguring the hyperlink to fit their medium by transforming the link into a data-rich URL 
in order to make the data platform and “algorithm ready” (Gillespie 2014). In this process, 
they are automatically creating an additional layer of shortened URLs through the 
proliferation of hyperlinks by the platform infrastructure. This layer creates additional central 
hubs on the web, URL shortening services, which not only slow down the web or cause link 
breakage when the service goes down but may also track users through the practice of link 
sharing. The mediation of this practice by platforms in the form of link wrapping and URL 
shortening allows various actors to participate in this new infrastructure and may gain 
different forms of data, analytics and value for their own platforms.  

The next chapter further explores how social media platforms are using platform-specific 
objects such as social buttons to turn web activities such as liking and sharing into valuable 
data. In a case study on Facebook’s Like button I examine how social plugins function as 
devices to decentralize platform features and to recentralize valuable user data back to the 
platform, establishing a data-intensive infrastructure conceptualized as the Like economy. 
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5. The Like economy: Social buttons and the data-intensive web 

 
Since April 2010, Facebook has increasingly expanded beyond the limits of its platform, 
offering devices that can potentially turn any website, any app and any web or smartphone 
user into a part of its platform.130 A first step towards this expansion was the introduction of 
the Open Graph in 2010 which allows external websites to link to the platform and create 
social connections through external Like and Share buttons (Facebook Developers 2012). The 
possibilities for connecting one’s Facebook profile to web objects were further expanded after 
the f8 Developers Conference in September 2011—an annual event for developers, 
commercial parties and the public—with the introduction of Facebook actions and objects.131 
Now developers can create apps and buttons that allow users to perform any custom action on 
any web object. The expansion is driven by the desire to enable more social web engagement, 
as Facebook CEO Mark Zuckerberg suggests, “making it so all websites can work together to 
build a more comprehensive map of connections and create better, more social experiences for 
everyone” (Zuckerberg 2010). In a later interview, he takes the promise of sociality even 
further: “If you look five years out, every industry is going to be rethought in a social way” 
(Gelles 2010).  

In this chapter Facebook’s expansion into the web is examined from a medium-specific 
perspective, that is, I “follow the medium” and take its ontological distinctiveness (Rogers 
2013) seriously by focusing on the role of social buttons and their increasing implementation. 
This perspective addresses the politics of platforms (Gillespie 2010) and seeks to develop a 
platform critique that is sensitive to its technical infrastructure whilst giving attention to the 
social and economic implications of the platform. By tracing the buttons and the data flows 
they enable, I show how Facebook uses a rhetoric of sociality and connectivity to create an 
infrastructure in which social interactivity and user affects are instantly turned into valuable 
consumer data and enter multiple cycles of multiplication and exchange. Building on the 
previous chapter on the commodification of the hyperlink, Facebook’s efforts are linked to a 
historical perspective on the so-called hit and link economy (Rogers 2002), in which hits and 
links function as central measurements for user engagement. Doing so, I claim that what is in 
the making, is not only a social web, but also a recentralized, data-intensive infrastructure 
which is conceptualized as the “Like economy”. 

In this Like economy, the social is of particular economic value, as user interactions are 
instantly transformed into comparable forms of data and presented to other users in a way that 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
130 This chapter has been previously published as: Gerlitz, Carolin, and Anne Helmond. 2013. “The Like 
Economy: Social Buttons and the Data-Intensive Web.” New Media & Society 15 (8): 1348–65. 
doi:10.1177/1461444812472322. See acknowledgements on pages iii-iv. 
131 See: https://www.facebook.com/f8/timeline/2011 [Accessed 1 October 2012]. 
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generates more traffic and engagement. Furthermore, the increasing presence of Facebook 
features on the web contributes to generating connections between websites beyond the 
traditional hyperlink. The platform advances an alternative form of connectivity which is 
operating in the back-end and which facilitates participation in Facebook’s Like economy by 
default. 

In what follows I first address the emergence of social buttons in relation to specific web 
economies and introduce the technical specificity of the Like button and the associated Open 
Graph and Social Plugins. I trace how these features create both data flows between Facebook 
and external sites and contribute to a reworking of the connections between them, advancing 
Facebook as one of the central hubs of the web. In an empirical case study I demonstrate the 
growing presence of Facebook features on the web by contextualizing them in relation to 
other data-tracking features. Such a perspective draws attention to the changing quality of the 
fabric of the web, the underlying infrastructure of connectivity between websites. While this 
fabric of the web has traditionally been studied by tracing mutual linking practices, it is 
proposed that Facebook’s Like economy contributes to the making of an alternative fabric, 
organized through data flows in the back-end. Next, I address the Like button’s capacity to 
instantly metrify user affects—turning them into numbers on the Like counter—while 
fostering further user engagement to multiply and scale up user data. Finally, I address the 
growing resistance to Facebook’s creation of a data-intensive infrastructure and conclude by 
drawing attention to the limits of sociality in the context of the Like economy. 
 

The informational web: The hit and link economy 

Since the mid-1990s a number of web-native objects have had a particular stake in organizing 
economic value production online, most notably the hit and the hyperlink. This section seeks 
to contextualize the emergence of the Like economy by providing a genealogical account of 
the different web objects as belonging to and organizing different web periods and web 
economies. 

As previously addressed in chapter 1, the early period of the web is often referred to as 
Web 1.0 or the “Web-as-information source” and is commonly placed in a dichotomy with 
Web 2.0 as the “Web-as-participation-platform” (Song 2010, 251–252). Hence, Web 1.0 is 
addressed as the informational web, an account of the web as a medium for publishing content 
(Ross 2009). In this context, the number of hits was deployed as one of the first metrics to 
measure user engagement with a website (D’Alessio 1997). Hit counters (see figure 17) 
displayed a rough indication of the number of visitors to a page, derived from the number of 
computerized requests—hits—to retrieve the page, and became the standard for measuring 
website traffic (D’Alessio 1997). Hits advanced to a central metric for user engagement and 
thus for web advertising: the more hits a page retrieved, the more attractive it became for 
placing banner advertisements. The increasing centrality of the hit and its exchange value was 
conceptualized in the notion of the “hit economy” (Rogers, 2002). While hits cannot be 
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bought or exchanged directly, websites would buy their way into the top of search engines or 
onto the front page of portal pages in order to attract more hits and so be of more interest to 
advertisers (Rogers, 2002). 

 

 
Figure 17: The hit economy—a collection of hit counters that can be placed on websites. The images were 
collected from Google Image Search using the query [“hit counter”] in April 2011. 

The centrality of the hit changed in the late 1990s when a new type of search engine, Google, 
shifted the value determination of websites from pure hits to hits and links. Inspired by the 
academic citation index, Google established the role of the link as a recommendation unit on 
the web by turning it into the main relevance measure for ranking websites (Page et al. 1999). 
Google founders Brin and Page created the hyperlink analysis algorithm PageRank, which 
calculates the relative importance and ranking of a page within a larger set of pages, based on 
the number of inlinks to the page and recursively the value of the pages linking to it. By doing 
so, the search engine determined that not all links have equal value, as links from authoritative 
sources or links from sources receiving many inlinks add more weight to the algorithm 
(Gibson, Kleinberg, and Raghavan 1998). 
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Figure 18: The link economy—advertisements for link markets, a graphic explaining the PageRank algorithm and 
a number of PageRank buttons. The images were collected from Google Image Search using the queries 
[“PageRank”], [“PageRank algorithm”], [“PageRank button”] and [“buy links”] in April 2011. 

 
A high PageRank became a quality indicator of a website, and many websites displayed their 
PageRank with a PageRank button (see figure 18, bottom right). The algorithm established a 
web economy governed by search engines, not only regulating the value of each site, but also 
the value of each link this site receives (Walker 2002). Google’s increasing centrality has had 
implications for search engine optimization (SEO) tactics as the focus shifted from optimizing 
websites to “link-building” techniques—that is, webmasters engaging in mutual linking 
practices to increase their PageRank. It further gave rise to black markets of links where 
reciprocal links are traded to improve a site’s ranking. These link farms create artificial linking 
schemes between websites, and are inevitably considered bad linking practices by search 
engines. But they also contribute to a commodification of links as web objects that can be 
traded or bought within the “link economy” (Rogers 2002; Walker 2002) (see chapter 4). The 
move from merely hitting to linking has been a first step towards including relational value in 
search engine algorithms. However, the social validation largely remains an expert system, 
since the value of an inlink is determined by the degree of the inlinker’s authority. 
 

The social web: The Like economy 

The social web proliferated the social validation of web content by gradually allowing for 
different forms of user participation. While the informational Web 1.0 is characterized by the 
linking practices of webmasters, the participatory features of Web 2.0 opened up new 
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possibilities for more web users to participate in creating connections between websites 
(Langlois, McKelvey, et al. 2009) as discussed in the previous chapter. The blogosphere 
played an important role in advancing the link economy beyond an expert system as, “freed 
from the ‘tyranny of (old media) editors’” (Rogers 2005, 7), blogs offered new possibilities for 
web users and blog owners to link web content (see chapter 3). 

Beyond blogs, it has especially been social media platforms which introduced new 
features for participation, posing “a group of Internet-based applications that build on the 
ideological and technological foundations of Web 2.0, and that allow the creation and 
exchange of user-generated content” (Kaplan and Haenlein 2010, 60). Hence, the social web 
is defined by the participatory and collaborative production of content, its cross-syndication 
(Beer 2009), sharing (John 2012) and the relations created between users and multiple web 
objects—pictures, status updates or pages (Appelquist et al. 2010). 

Among the key features to create such connections are social buttons, also referred to as 
social bookmarking icons, which allow users to share, recommend, like or bookmark content, 
posts and pages across various social media platforms. As addressed in the previous chapter, 
these social buttons emerged in the Fall of 2006 in the context of social bookmarking websites 
like Delicious and content aggregation websites like Digg and Reddit132 which popularized the 
acts of sharing and recommending content from across the web by creating buttons that can 
be placed on any website enabling users to submit or vote for a post on the related platform.  

Digg and Reddit were followed by numerous other platforms offering social buttons that 
afford predefined user activities (e.g. voting, recommending, bookmarking, sharing, tweeting, 
liking) in relation to the associated platforms, featuring button counters that show the total 
number of activities performed on the object (see figure 19). These buttons facilitate the cross-
syndication of web content and, compared to expert linking practices, introduce a participatory 
and user-focused approach to recommendation. In addition, the buttons automatically create 
links between web objects when users click on them through the mechanism of pre-configured 
platform links embedded in social buttons (see chapter 3). 

 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
132 See: http://web.archive.org/web/20061113041318/http://www.digg.com/tools and 
http://web.archive.org/web/20061117015427/http://reddit.com/buttons [Accessed 1 October 2012]. 
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Figure 19: The Like economy—a collection of social buttons on websites. The images were collected from Google 
Image Search using the query [“social buttons”] in April 2011. 

 
Facebook introduced social buttons with the launch of the share icon in October 2006 as an 
easy way of sharing web content with one’s contacts in order to invoke further social activities 
on the platform such as resharing, commenting and later liking (Kinsey 2009). The concept of 
liking had been previously introduced by social network aggregator FriendFeed133 in October 
2007 following user requests for “an ultra-quick way to share their appreciation for the most 
funny/interesting/useful entries from their friends” (Taylor 2007). Six months before 
Facebook would acquire FriendFeed (Taylor 2009), liking and the accompanying Like button 
were introduced on Facebook and presented as a shortcut to commenting in order to replace 
short affective statements like “Awesome” and “Congrats!” (Pearlman 2009). Liking was put 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
133 Social network aggregators are services that aim to aggregate feeds, real-time activity streams, from different 
social network sites into a single stream (Marshall 2007). Based on the aggregation of RSS/Atom feeds, based on 
XML (see chapter 2), users can follow their friends’ distributed social network activities outside of these networks 
in one place. Besides following activities, users can often like, share and comment on individual items in the 
stream. This turns the feed into a distributed activity space, where users can engage with content outside of the 
social network it originates from. Social network aggregators such as FriendFeed, Socialthing and Plaxo were 
mainly in use between 2007-2010 (McCarthy 2010). 
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forward as a social activity that can be performed on most shared objects within Facebook, 
such as status updates, photos, links or comments. Initially only available within the platform, 
the Like came with a counter showing the total number of likes as well as the names of friends 
who clicked it. In 2010, Facebook introduced an external Like button, a plugin that can be 
implemented by any webmaster, potentially rendering all web content likeable. In 2012, 
Facebook announced a “mobile Like” that enables app developers to implement a Like action 
into their own mobile application (Rothbart 2012). This mobile Like Button was introduced 
at the f8 Developers Conference in 2014 and officially launched for all Android and iOS 
mobile application developers in October 2014 so that “[p]eople using a mobile app can 
directly Like the app’s Facebook Page, or any Open Graph object within the app, and share 
on Facebook. The mobile Like Button works seamlessly with the Facebook account the 
person is logged into on their device, allowing people to Like any piece of content, while in 
your native app” (Krabach 2014). In doing so, Facebook’s Like economy has expanded beyond 
the web and into the app space (see chapter 7) by enabling data flows between Facebook and 
external mobile applications using the mobile Like Button which has the ability to turn any 
app content likeable. Within this chapter however, the main focus lies on the external Like 
Button for the web to illustrate how Facebook is building a data-intensive infrastructure using 
its platform features. 

According to Facebook, more than 30 million apps and websites are integrated with the 
platform (Liu 2015), more than 2 billion posts are liked or commented on per day (Facebook 
Statistics 2011) and there have been over 1.13 trillion likes since its launch in 2009 
(Zuckerberg 2012). As of October 2014, Facebook claims that “[o]n average, the Like and 
Share Buttons are viewed across almost 10 million websites daily” (Krabach 2014). Further, 
Facebook Like presence is slightly over 30% within the top 10,000 websites (BuildWith 
2014).  

The external Like button does not only capture actual likes, but also aggregates all 
activities performed on an object: the number of likes and shares, further likes and comments 
on stories within Facebook about this object and the number of inbox messages containing 
this object as an attachment—as the Like is set up as a composite metric. 

Facebook’s Like button is part of the Social Plugins which allow webmasters to exchange 
data with the platform and leverage Facebook’s social graph. This social graph is a 
representation of people and their connections to other people as well as objects within the 
platform and poses a key asset for Facebook. With the launch of the first version of the Open 
Graph via the Open Graph Protocol at the f8 Developers Conference in 2010,134 the platform 
opened up their social graph for external content by providing a way for webmasters to 
integrate any page outside Facebook into the graph.135 This integration is mainly facilitated 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
134 See: https://www.facebook.com/f8/timeline/2010 [Accessed 1 October 2012]. 
135 At the f8 Developers Conference in 2014 Facebook officially opened up the Open Graph for app content with 
the Like Button for iOS (Sukhar 2014). 



97  

through the introduction of Social Plugins, including the external Like button, to enable a 
personalized, social experience of the web. The plugins allow for a controlled way of 
exchanging preformatted data between Facebook and the external web as they enable data 
flows from and to the platform through actions such as liking or by showing which users have 
engaged with the website or its content within Facebook.136 These features play an important 
role in Facebook’s strategy of “building a web where the default is social” (Schonfeld 2010) as 
the Open Graph and Social Plugins mediate the connections between the platform, external 
websites, apps and users through platform-specific activities. At the same time the Open 
Graph functions to make external web data platform ready (see chapter 2). 

Facebook’s data exchange with external sources dates back to 2006 when the Facebook 
API, an Application Programming Interface that provides a structured exchange of data and 
functionality between sites and services, was introduced, allowing users to share their data 
with third-party websites and applications (Morin 2008). Further involvement of third parties 
was enabled through Facebook Platform in 2007, facilitating external app development within 
the platform, and in 2008 Facebook Connect was introduced, making it possible to use 
Facebook profiles as authentication across the web. In 2011, Facebook further reconfigured 
the integration of external content by expanding the possibilities of app development 
(Facebook Developers 2012). 

The Social Plugins, however, aim at creating an infrastructure in which web users can 
engage with potentially all web content outside of the platform through Facebook-based 
activities such as liking, sharing or commenting, setting off a number of data flows and 
exchange dynamics. Once Facebook users click a like or share button on an external website, 
this activity is documented on their Facebook Timeline and appears in their contacts’ News 
Feeds and/or tickers137, while incrementing the Like button counter. The external web content 
then becomes available for further liking and commenting within the Facebook platform, 
generating additional data flows back to external counters, once acted upon. More data is 
flowing from Facebook to webmasters in the form of Facebook Insights providing them with 
button impressions, which, similar to hits, indicate how many times a Like button was loaded 
on a page both inside and outside the platform. The Insights tool further features button 
clicks and anonymized, basic demographic data on likers such as age, gender and location. 
What is emerging in Facebook’s attempt to make the entire web more social is what is 
conceptualized here as a Like economy: an infrastructure that allows the exchange of data, 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
136 The newly introduced mobile Like Button for iOS and Android apps works slightly different from the external 
Like button for web pages - which is the Like button that this chapter focuses on. The mobile Like Button enables 
users to like specific app content and shows the number of people who have liked it on a counter next to the button 
(Facebook Developers 2014b). Unlike the web version of the Like Button, the count remains an aggregate number 
“x people like this” and does not include the possibility to show the faces and names of friends who have liked this. 
137 The Facebook Ticker “shows you the things you can already see on Facebook, but in real time” in the upper left 
corner of the News Feed (Facebook Help Center 2015). 
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traffic, affects, connections, and of course money, mediated through Social Plugins and most 
notably the Like button.  

Whereas the link economy is organized around the web-native object of the link, 
Facebook’s Like economy is organized around the platform-native object of the Like. That is, 
social media platforms have created their own platform-specific currencies such as the like, the 
share and the retweet which have been derived from platform activities such as liking, sharing 
and retweeting. In doing so, social media platforms have created and introduced new web 
currencies that are tied to the mechanics and logics of their own platform infrastructure. 

Interestingly, not all contributors and contributions to this emerging Like economy are 
visible or require active engagement with plugins. According to Arnold Roosendaal (2010), 
the Like button can be used to read a cookie from a user’s device, which is issued after creating 
a Facebook account or visiting any website with Facebook features. From that moment on, the 
button is tracing the visitor’s browsing behavior and is automatically generating data for 
Facebook by connecting it to individual Facebook profiles. Being tracked by Facebook 
through such cookies can only be prevented by disabling the use of cookies in the browser 
options or by installing a browser add-on such as Ghostery that disallows third-party tracking, 
as discussed in more detail later in this chapter.138 Most crucially, this does not only apply to 
Facebook users, the Like button cookie can also trace non-users and add the information as 
anonymous data to the Facebook database.139 According to Facebook, this data is used to 
improve its services but it is also for personalized advertising. Therewith the Like button turns 
any web user into a potential Facebook user, as each user may unknowingly contribute to the 
production of valuable browsing data for the platform. 

At the f8 Developers Conference 2011, Facebook expanded the possibilities of instant 
and invisible participation even further, most notably through the aforementioned Facebook 
custom actions. When creating an app, developers are prompted to define verbs that are 
shown as user actions and to specify the object on which these actions can be performed. 
Instead of being confined to ‘like’ external web content, users can now ‘read’, ‘watch’, ‘discuss’ 
or perform other actions (see chapter 2).140 These new apps come with the controversial 
feature of frictionless sharing and automatically post performed activities to the ticker once 
users have signed up for an app (MacManus 2011). Whereas the Like button requires an 
active click to share content, the new actions enable automatic sharing of content or activities. 
Also, while recommendations via the external Like button direct users to websites outside of 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
138 See: https://www.ghostery.com [Accessed 1 October 2012]. 
139 Belgian researchers, at the request of the Belgian Privacy Commission, analyzed Facebook’s new terms of service 
and privacy policy and the behavior of social plugins. Their research confirmed that in the Spring of 2015 Facebook 
still used its social plugins to track users as well as non-users (Acar et al. 2015). 
140 In July 2014 Facebook announced that it has started testing a ‘Buy’ button for ads and Page posts which enables 
users to buy an advertised or promoted product from within Facebook, see: 
https://www.facebook.com/business/news/Discover-and-Buy-Products-on-Facebook-Test [Accessed 28 July 
2014]. 
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Facebook, the new actions refer to Facebook-internal app content only, fostering engagement 
with external content within the platform. 

As a consequence, the Open Graph and the external Like buttons create a data-intensive 
infrastructure enabled by the involvement of a series of actors such as users, webmasters and 
developers. Webmasters are granting Facebook real estate on their web pages, creating a data 
pour by embedding the Like button, in exchange for user engagement, platform traffic and 
user data through Facebook Insights. Users are allowing the use of their data and affects to 
enable social interaction with other users and to perform their online identity. But third-party 
actors also increasingly participate in the Like economy, by establishing what is commonly 
referred to as Like-walls or Like-gates,141 trading access to content for a click on the Like 
button of a Facebook Fan Page or by buying likes from external like resellers to increase their 
fan count—turning likes into vanity metrics—and make their pages more attractive. Similar to 
the link farms of the link economy, users can buy likes from services that are set up as “like 
farms” to produce likes on demand (De Cristofaro et al. 2014). 

 In establishing relationships with webmasters and developers, Facebook is opening its 
platform in a controlled way, letting carefully selected user data flow outside of the platform in 
order to maximize data flows into the platform. 
 

Reworking the fabric of the web 

I now move on to look into the specific ecology of the Like economy to explore how the 
multiple processes of exchange are enabled and how Facebook reworks its relation to the web. 
As discussed in chapter 2, Facebook has been criticized as a walled garden (Berners-Lee 
2010), a closed infrastructure, which controls connectivity to data after it has been integrated 
into the social graph. Objects from within the platform can be shared and linked to from the 
outside, yet actual access to these objects by following the hyperlink is managed on two levels: 
First, on the level of access to the platform, defining if login is required to view the object, and 
second, on the level of privacy settings, determining whether a user has the corresponding 
access rights to view the object. While access from the outside is carefully regulated, it has 
been shown that the platform is constantly proliferating possibilities to integrate external 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
141 The term Like-wall refers to a Facebook-specific type of paywall, a website monetization system whereby access 
to the content of a website is restricted unless a user pays for it. In the case of a Like-wall, the currency for gaining 
access to content is a Like. This practice is also referred to as like-gating content. As of November 5, 2014 when 
the new Platform Policy for a new version of the Graph API v2.1 went into effect, these actions have been 
restricted by Facebook by no longer allowing incentives for liking: “You must not incentivize people to use social 
plugins or to like a Page. This includes offering rewards, or gating apps or app content based on whether or not a 
person has liked a Page” (Singh 2014). On November 11, 2014 the updated Platform Policy rules state in regard to 
the use of Social Plugins: “Don’t participate in any “like” or “share” exchange programs” (Facebook Developers 
2014d).  
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content and data into the platform, facilitating a decentralization of data production (see 
chapter 2). 

With the introduction of Social Plugins and the Open Graph, Facebook activities such as 
liking, commenting and sharing are no longer confined to the platform but are distributed 
across the web and enable users to connect a wider range of web content to their profiles. 
Social Plugins may also have a decentralizing impact on external websites. Engagement with 
web content is not confined to designated comment spaces, but takes place across a wide range 
of platforms and within Facebook across many profiles and News Feeds. 

In this context, external websites cannot be considered as discrete entities, but function as 
initializers for a series of platform-based interactions, as further demonstrated in chapter 6. 
The more Social Plugins a website integrates, the more it opens itself up to being shaped by 
the activities of Facebook users. Users also experience such websites in a personalized way, as 
Social Plugins provide recommendations based on the activities of a user’s contacts and feature 
the engagement of friends with the website. Whereas these are rather novel perspectives for 
the web, they are key characteristics of social media platforms, which have little original 
content and are shaped by cross-syndication practices and aggregated content (boyd 2010; 
Gehl 2014). As a consequence, Facebook and the external web are becoming increasingly 
interconnected with each other, as the activities performed in one space affects the other, 
rendering both more open and relational.142 

On top of that, the Like economy contributes towards a decentralization of actors 
involved in value creation, as it is reliant on webmasters as infrastructure providers 
implementing Social Plugins and is dependent on users to engage with Like buttons and liked 
content. It is the partial opening of the walled garden that poses an incentive for webmasters 
to participate in the Like economy, since social buttons provide a new way to foster user 
engagement and traffic. As opposed to the hit and link economy, website traffic is no longer 
mainly driven by portals, search engines or referrals from other sites. In the context of the 
social web, traffic increasingly comes from social media platforms, facilitated through the 
decentralized presence of platform features across the web, where content is shared and has 
the potential of being reshared to ever more contacts. 

But Facebook’s efforts to make each and every web experience more social, that is 
connecting all web experience to its platform, indicates a simultaneous rewiring of the web. 
Social buttons open up sharing possibilities, yet the connections created by users instantly 
direct back to the platform as opposed to the reciprocal linking practices of webmasters. While 
the Open Graph presents an attempt to decentralize opportunities to connect external web 
content to Facebook, it at the same time recentralizes these connections and the processing of 
user data. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
142 This relationality also has particular effects on web archiving and using web archives for research, as discussed in 
chapter 6. 
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Numerous actors are contributing to the creation of the infrastructure of the Like 
economy, but not all are given full access to the data they produce themselves. In the case of 
external Likes, data flows are first of all directed to Facebook and are then fed back in a highly 
controlled way to other actors involved. Users cannot systematically access their own likes, 
which are turned into ephemeral objects in the News Feed and on their Timeline. While the 
successor of the Facebook profile wall, the Timeline,143 introduced the clustering of activities 
in relation to different topics and temporal intervals, this only applies to liked Facebook Pages 
and not to other liked objects. As a consequence, users cannot directly search and use their 
Likes as a bookmarking system, as external Likes retain their status as fleeting objects for 
spontaneous engagement. Webmasters who implement social buttons to facilitate wider 
engagement with their content cannot see how their content is being discussed inside the 
platform as they are only provided with the aggregate numbers on associated counters and 
Facebook Insights. The recent introduction of Open Graph actions and frictionless sharing 
add another quality to the dynamics of recentralization. The new app development features 
integrate external content even more strongly into the platform, as engagement with the web 
and mobile services is now promoted via apps rather than external buttons which refer users to 
content within the platform as opposed to linking to external websites. 

In order to extend its data mining and become the central hub of social linking, Facebook 
is reversely dependent on the dynamics of decentralization as discussed above. Simply because 
the platform can expand some of its key features into the entire web and integrate ever more 
objects into the social graph, it can recentralize and monetize the created connections and data 
flows, as they all direct back to Facebook. The dynamics of de- and re-centralization are not 
only interconnected, they form a prerequisite for the Like economy. They enable Facebook to 
maximize its data mining activities while at the same time keeping control over the key 
entities of exchange—data, connections, traffic and, as shown in the next section, user affects. 

But first I exemplify the interplay between de- and re-centralization and discuss 
Facebook’s relevance in relation to other data mining services on the web. For this purpose, 
colleagues and I have developed a tool—the Tracker Tracker tool144—that can detect the 
presence of third-party trackers on websites.145 It is built on top of Ghostery, a privacy browser 
plugin, which recognizes the fingerprints of a number of data mining services active on 
websites. The plugin allows web users to see the back-end data flows that are initiated when 
loading a page and offers the option to block them. This research approach repurposes the 
analytical capacities of the privacy awareness plugin (Rogers 2013), which makes the invisible 
web visible with its trackers, beacons and cookies. Taking the top 1000 websites according to 
Alexa as a starting point allows to explore how the part of the web that receives most of the 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
143 Timeline is the successor of the Facebook user’s profile page and organizes content and activities in a timeline, 
see: https://blog.facebook.com/blog.php?post=10150289612087131 [Accessed 1 October 2012]. 
144 See: https://tools.digitalmethods.net/beta/trackerTracker/ [Accessed 24 March 2014]. 
145 For a more detailed explanation and technical description of the tool, see chapter 6. 
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traffic comes with an embedded data mining infrastructure based on tracking devices. Figure 
20 shows the presence of Facebook Social Plugins and Facebook Connect. 

 

 
Figure 20: This bipartite graph depicts the top 1000 global websites according to Alexa, February 2012 and their 
trackers. Websites using Facebook Social Plugins and Facebook Connect are highlighted in blue. The network 
graph was created with the Tracker Tracker tool, spatialized and color-coded in Gephi and annotated in Adobe 
Illustrator. 2012. 

 
In this sample, around 18% of all websites feature at least one of these connections to 
Facebook, allowing users to engage with their content via Facebook features and enabling 
multiple data flows in the back-end. The second map (see figure 21) shows the overall 
presence of different types of tracking devices, that is web analytics, widgets (including 
Facebook’s Social Plugins), advertising services and trackers, and allows to draw more general 
conclusions about the organization of value and the fabric of the web, that is the organization 
of connections between websites. 
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Figure 21: Websites and their trackers in the top 1000 global websites according to Alexa, February 2012. The 
trackers have been color-coded according to tracker type. The trackers have been color coded according to the 
tracker types provided by Ghostery.146 The network graph was created with the Tracker Tracker tool, spatialized 
and color-coded in Gephi and annotated in Adobe Illustrator. 2012.  

 
Focusing on the presence of tracking devices allows to explore an alternative network of 
connections, one that is not established through mutual linking practices between websites, 
but based on associated trackers. According to Ghostery, over 1000 companies are issuing 
different tracking devices on the web.147 Despite Google’s predominant position, Facebook 
has established itself as one of the main agents. In its attempt to render web experiences more 
social, as these maps show, Facebook is fostering an infrastructure of decentralized data 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
146 See: http://www.knowyourelements.com/#tab=intro [accessed 12 January 2013]. 
147 See: https://www.ghostery.com/about [Accessed 1 October 2012]. In August 2014, this number has since risen 
to almost 2000. 
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production and recentralized data processing. Its investment in creating a more social web is 
hence tied up with an involvement in web economies focused on data mining and web 
analytics. Such web economies based on cookies have existed since the informational web with 
its hit and link economy. What is different in the Like economy is that this data collection in 
the back-end can be connected to the platform’s social graph, merging two sources of user 
data together that had not previously been connected. 

Facebook’s expansion into the web does not only come with implications for an 
understanding of the social web and its economic affordances, but also contributes to a new 
perspective on the fabric of the web. What emerges, when exploring the connections between 
websites forming through the presence of tracking devices, are clusters organized around 
major data analytics corporations like Google Analytics, Quantcast, Omniture and, most 
recently, Facebook. These form an alternative fabric of connections between websites, which 
are operating in the back-end and are enabled by a range of actors, including webmasters and 
web users in the front-end. Tracking devices thus establish new relationship markers between 
websites beyond the hyperlink, as this alternative fabric is not organized through connections 
between websites, but through the presence of third-party tracking devices on websites linking 
to associated data mining services (see also chapter 6). The actual connections are enabled 
through user activities that set data flows in motion from the websites to the associated 
service. In this sense, the emerging fabric can be understood as live, that is responsive in real 
time. Yet, as the next section shows, it is also lively (Marres and Weltevrede 2013), as it is 
changing its intensity depending on user activities and circulation of data. 
 

A web economy of metrification 

So far it has been shown that Facebook’s Social Plugins do not only enable a social web, but 
also partake in multiple dynamics of data mining and circulation. I now move on to explore 
how user engagement is instantly transfigured into comparable metrics and at the same time 
multiplied on several levels. 

A click on the Like button transforms users’ affective, positive, spontaneous responses to 
web content into connections between users and web objects and quanta of numbers on the 
Like counter. The button provides a one-click shortcut to express a variety of affective 
responses such as excitement, agreement, compassion, understanding, but also ironic and 
parodist liking. By asking users to express various affective reactions to web content in the 
form of a click on a Like button, these reactions can be transformed into a number on the 
Like counter and are made comparable. Users can materialize their affective responses and 
Facebook can use them to expand the social graph or count and evaluate them. While the 
Like button collapses a variety of affective responses, the Like counter combines even further 
activities such as commenting, sending and sharing into the same metric, since the like is 
designed as a composite entity as described above. 
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On top of that, the data produced in such processes are not just metrifications but they 
also enter various processes of multiplication inside and outside of the platform. First, 
Facebook advertises the external Like button as a generator of traffic and engagement (Media 
on Facebook 2010). Likers, the platform argues, are more connected and active than average 
Facebook users. Each click on a Like button is supposed to lead to more traffic for, and more 
engagement with, web content, as friends of likers are likely to follow their contacts’ 
recommendations or may be influenced by what their friends like. Engaging with social 
media, to draw on Grusin (2010), presumes or premediates ongoing interactivity and such an 
anticipatory climate is facilitated through notification systems highlighting any responses a 
user has received: “Social networks exist for the purpose of premediating connectivity, by 
promoting an anticipation that a connection will be made – that somebody will comment on 
your blog or your Facebook profile or respond to your Tweet” (Grusin 2010, 128). By 
prompting users to engage with Facebook features on the web and showing what their 
contacts have engaged with, Social Plugins seek to set a chain of interaction in motion, 
moving across numerous spaces within and outside the platform. In this context, a like is 
designed as an ongoing and potentially scalable process. Its value lies both in the present and 
in the future, in the plus one it adds to the Like counter and the number of x potential more 
likes, comments, shares or other responses it may generate within the platform. It is in this 
sense that the infrastructure of the Like economy can be understood as lively (Marres and 
Weltevrede 2013), as changing internally through the numerous ways in which data are 
multiplied and content is circulating. 

Second, this process of multiplication is based on the creation of differently scaled social 
formations to which acts of liking, sharing and commenting are being exposed. A series of 
Social Plugins, for example, are only designed to systematically display activities of particular 
groups in relation to web content. While the Like counter shows the anonymous number of 
all likers and sharers, detached from personal profiles, the majority of Social Plugins only 
depict the activities of a user’s contacts and thus looks different to each visitor. Depending on 
their Facebook privacy settings, a user’s click on the Like button may be visible to everyone, to 
all friends or a selected group of friends and is further distributed across the user’s Timeline, 
different News Feeds and tickers, creating threefold impression statistics for webmasters. If a 
friend responds to a like with another like or a comment, this activity is exposed to yet another 
set of users. Each device of the Like economy is creating differently scaled formations of users 
that are not stable but constantly reconfigured. The data flows between profiles, the exposure 
on Timelines or News Feeds and the privacy settings allow these formations to scale up to 
almost every web user or scale down to a selected few Facebook friends. Engagement with 
web content via Facebook features is thus not only decentralized across a variety of Timelines, 
News Feeds and tickers, but is also spread across a multiplicity of user formations of different 
scales. 

Through Social Plugins, the previous activities of a user’s contacts are presented as 
potential future activities to users and “delineate a horizon of possibility” to speak with 
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Langlois et al. (2009), that is create climates in which users are likely to perform some 
activities rather than others. Although Facebook has recently made an effort to claim that its 
News Feed, organized through the News Feed algorithm,148 is not creating an encapsulating 
echo chamber (Bakshy 2012) or a filter bubble (Bakshy, Messing, and Adamic 2015), the Like 
economy still features a number of devices that seek to deploy the logic of recommendation 
cultures in order to set in motion the multiplication of data production. This may be seen in 
Facebook’s mechanism for displaying Related Posts—shown after a user clicks or likes a link 
to an article in the News Feed—which can then be further liked or shared (Kacholia and Ji 
2013).  

Third, it is not only user formations and engagement that are being scaled up, the Like 
economy also contributes to an increasing cross-syndication of content. As mentioned above, 
with each like or share, web content is being syndicated to different News Feeds, top stories, 
tickers and Timelines within the platform, thus rendering cross-syndication more scalable. In 
the framework of the informational web, webmasters produce content to be found. In 
Facebook’s social web, however, content is created to be shared, distributed or cross-
syndicated by users to users. In doing so, Facebook is exemplary of sharing as the “distributive 
and a communicative logic” behind participation in the social web (John 2012, 169). This 
logic operates within what Jodi Dean refers to as “communicative capitalism” in which the 
circulation of content has become more important than the message of the content itself 
(2005, 58). Moreover, users do not have to search for content, but content is presented to 
them through the multiple recommendation features built into the platform. 

As a consequence, a particular relationship between economic value and the social 
emerges in the case of Facebook, one that is mediated through the creation of connections 
between the external web and the social graph and through the production of data. User 
activities are of economic value because they produce valuable user data that can enter multiple 
relations of exchange and are set up to multiply themselves. However, it is the platform that 
decides which social activities can be performed and which are turned into comparable and 
exchangeable data formats, as indicated by the absence of buttons or plugins for critique or 
disliking. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
148 The News Feed algorithm was previously known as the EdgeRank algorithm. While the original EdgeRank 
name continues to resonate with the media, researchers and marketeers Facebook itself “hasn’t used the word 
internally for about two-and-a-half years,” see http://marketingland.com/edgerank-is-dead-facebooks-news-feed-
algorithm-now-has-close-to-100k-weight-factors-55908 [Accessed 24 March 2014]. In an interview with 
Facebook software engineer Phil Zigoris about Facebook’s Promoted Posts, Zigoris states that “EdgeRank is a 
term that has been used in the past to describe how we optimize the content of news feeds based on what is most 
interesting to you [as a user]. […] We don't have a product or system called EdgeRank,” 
see http://www.inc.com/howard-greenstein/facebook-promoted-posts-for-small-business.html#ixzz3AjrGBdJM 
[Accessed 24 March 2014]. Current platform documentation, Facebook’s Help Pages, simply calls the much-
discussed algorithm the “News Feed algorithm,” see: https://www.facebook.com/help/166738576721085 
[Accessed 28 July 2014]. 
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Zuckerberg’s claim to offer a more social web experience rests on the instant 
transformation of selected social interaction into forms that can enter further relations in the 
graph or multiply themselves. Hence, Facebook’s very definition of the social web falls 
together with an increasingly structured, preformatted and traceable web (see chapter 2). 
Being social online means being traced and contributing to value creation for multiple actors 
including Facebook and external webmasters. To achieve this, the metrifying capacities of the 
Like button are inextricable from its multiplying capacities. The medium-specific 
infrastructure of the Like economy simultaneously enables, measures and multiplies user 
actions. 
 

Resisting the Like economy 

The Like economy thrives on visible and invisible data flows from and to the platform by 
collecting and exchanging valuable data from users in the form of semi-willing contributions 
by clicking Like buttons and unwilling contributions through cookies simply by visiting a 
website with a Facebook feature. Simply logging out, deleting one’s profile or not being a 
member is not enough as independent security consultant blogger Nik Cubrilovic (2011), 
privacy researcher Arnold Roosendaal (2010), law student Max Schrems (2011) and more 
recently Belgian researchers Güneş Acar et al. (2015) have shown. Their discoveries and 
coverage of Facebook’s practices have helped to increase the awareness of the issue and have 
inspired different types of interferences by various actors. 

As discussed before, webmasters placing Facebook’s social plugins on their websites play 
an important role in enabling the infrastructure of the Like economy. Privacy-aware 
webmasters of the German news website Heise have developed a new type of Like button that 
asks users’ permission to opt-in before enabling data flows to the platform (Schmidt 2011). 
Heise have developed this button because the original Like button does not comply with the 
website’s data protection and privacy policy. Their two-click Like button, unlike the regular 
Like button, does not send data to the platform automatically until it has been clicked and 
activated. This may also be a solution for the German webmasters in the state of Schleswig-
Holstein where the Independent Centre for Privacy Protection declared the Facebook social 
plugins, including the Like button, illegal because they violate the German Tele-media Act 
(TMG). In August 2011 they ordered webmasters to remove all social plugins from their 
websites at the risk of a maximum fine of 50,000 euros (Unabhängiges Landeszentrum für 
Datenschutz Schleswig-Holstein 2011b).149 On May 22, 2015 The Wall Street Journal reported 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
149 After commotion in the (German) press about the fine, the Independent Centre for Privacy Protection 
Schleswig-Holstein released a clarifying statement that this did not immediately concern small website owners and 
that fines would be proportionally (Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein 2011a). 
The Centre is in dialogue with various parties involved, including Facebook, the Federal Trade Commission and 
the Irish Data Protection Commissioner, and continues to question Facebook’s privacy and data practices in light 
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that the German Consumer Advice Center of North Rhine-Westphalia had sued two major 
German commercial websites—that had implemented Facebook’s Like button—for sending 
user data to Facebook (Geiger 2015). 

Even without the risk of a fine webmasters and bloggers are deciding to remove Like 
buttons and other social buttons from their sites after their tracking practices became known. 
On 24 December 2011, software developer and long time blogger Dave Winer declared his 
blog a “Facebook-free zone” (2011). A blog without a Like button, Facebook comments, or 
any other plugins connected to Facebook.150 The choice to remove the button followed 
Winer’s decision to delete his Facebook account after hacker and blogger Nik Cubrilovic had 
revealed that Facebook was tracking its users on pages with Facebook integrations even when 
they had logged out (2011). 

Besides webmasters, users themselves may also disrupt the data flows by installing special 
plugins that stop instant data transmissions. These plugins include Facebook Disconnect151 
which is also embedded in the Disconnect152 plugin that additionally blocks 2000+ other third 
parties that track you on the web, including other social media platforms such as Twitter and 
Digg, and search engines such as Google and Yahoo!153 A similar tool is Ghostery, 154 used in 
the case study in this chapter, which makes most tracking mechanisms visible for users with 
the option to block them. However, these plugins practices do not protect against new 
advanced tracking mechanisms such as canvas fingerprinting, a technique which is “hard to 
detect and resilient to blocking or removing” and employed by one of the most popular social 
plugins for sharing, AddThis155 (Acar et al. 2014). 

As users are becoming increasingly aware of data-mining practices and privacy issues they 
are taking the matter of Facebook tracking its users through the Like button higher up. 
Austrian law student Max Schrems of the “Europe versus Facebook”156 group has filed 22 
official complaints so far with the Office of the Data Protection Commissioner in Ireland 
where the European headquarters of Facebook are located.157 He requested his own data with 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
of the German Tele-media Act (TMG). In 2012 they issued orders against Facebook for its real name policy which 
violates the TMG (Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein 2012) and in June 2014 
they addressed Facebook’s tracking practices with the Schleswig-Holstein Higher Administrative Court 
(Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein 2014). 
150 However, as some people note in the comments underneath the blog post, Winer does make use of the third-
party commenting system Disqus which allows commenting via Facebook, sharing via Facebook and cross-posting 
comments to Facebook. This illustrates how difficult it can be for webmasters to turn their blogs into a completely 
Facebook-free zone. 
151 See: https://chrome.google.com/webstore/detail/facebook-
disconnect/ejpepffjfmamnambagiibghpglaidiec/details?hl=en [Accessed 22 July 2014]. 
152 See: https://disconnect.me/disconnect [Accessed 22 July 2014]. 
153 See: https://disconnect.me/ [Accessed 23 July 2014]. 
154 See: https://www.ghostery.com/ [Accessed 22 July 2014]. 
155 AddThis offers a set of social buttons for sharing so that webmasters only have to implement 1 set for displaying 
multiple social buttons at once. 
156 See: http://www.europe-v-facebook.org/ [Accessed 22 July 2014]. 
157 For an overview of the complaints, see http://www.europe-v-facebook.org/EN/Complaints/complaints.html 
[Accessed 22 July 2014]. Europe versus Facebook is currently preparing the largest privacy class action in Europe 
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Facebook Ireland under European law and he received a file containing 1,222 pages. When 
going through the documents he noticed that the file included deleted information but did not 
include his own Like data.158 Upon a second request Facebook responded that it would not 
provide “any information to you which is a trade secret or intellectual property of Facebook 
Ireland Limited or its licensors.”159 Likes are considered valuable proprietary data within the 
Like economy and do not belong to the user, even when requested under European law.  

Various consumer and privacy groups in the US have requested the Federal Trade 
Commission to investigate Facebook’s tracking, and in November 2011 Facebook settled a 
privacy complaint with the FTC. The settlement describes the privacy promises Facebook did 
not keep and the consequences of the proposed settlement which 

bars Facebook from making any further deceptive privacy claims, requires that the company get 
consumers' approval before it changes the way it shares their data, and requires that it obtain 
periodic assessments of its privacy practices by independent, third-party auditors for the next 20 
years (FTC 2011). 

In addition, concerned Californian citizens have filed multiple class action complaints 
against Facebook for violating privacy laws, which include tracking users using the Like 
button and using people’s names and photos for recommendations when clicking a Like 
button.160 

Another type of interference to disable or disrupt the data flows between websites, users 
and Facebook takes place in the form of artistic interventions. The FB Resistance group 
featured a script by @xuv that automatically likes all your friends’ updates “if you’re too busy to 
show them love manually” (Deswaef 2014) which not only subverts the idea of liking but at 
the same time adds noise to Facebook’s valuable data flows. Facebook Demetricator by artist and 
researcher Benjamin Grosser is another project which directly engages with Facebook’s web 
economy of metrification. Facebook Demetricator is a “web browser extension that hides all the 
metrics on Facebook” (Grosser n.d.). It interferes with the mechanisms of the Like 
economy—which transform various forms of engagement into quantified Likes—by removing 
all the numbers from the interface (see figure 22).  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
against Facebook Ireland, see: http://europe-v-facebook.org/EN/Complaints/Class_Action/class_action.html 
[Accessed 28 April 2015]. 
158 See: http://www.europe-v-facebook.org/EN/Data_Pool/data_pool.html [Accessed 22 July 2014]. 
159 See: http://www.europe-v-Facebook.org/FB_E-Mails_28_9_11.pdf [Accessed 22 July 2014].   
160 See: http://law.justia.com/cases/federal/district-courts/arkansas/arwdce/5:2011cv05266/38516/1/ and 
http://dockets.justia.com/docket/california/candce/5:2013cv05996/273216 [Accessed 23 July 2014].  
A settlement in one of these cases required Facebook to change its policy for the Like button, see: 
http://www.nytimes.com/2012/06/22/technology/to-settle-suit-facebook-alters-policies-for-like-button.html 
[Accessed 23 July 2014]. 
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Figure 22: The Facebook Demetricator browser plugin. The plugin hides all the metrics on Facebook. It removes 
the number of likes, shares, tweets and comments as well as the timestamps in the News Feed. Original Facebook 
News Feed (top), demetricated Facebook News Feed (bottom). © Benjamin Grosser. 2012. Image reproduced 
with permission from the artist. 

 
The browser plugin eliminates the metrics in the user interface in an attempt to eradicate their 
quantifying effects on users. Facebook Demetricator removes the visibility of likes in the front-
end, the interface, and not the actual likes in Facebook’s back-end, the database. As such it 
can be seen as a form of critical engineering, which sets out to unveil the politics of 
engineering—the design and build of a system—by studying and exploiting its language of 
engineering (Oliver, Savičić, and Vasiliev 2011; Gehl 2014). Grosser’s Facebook Demetricator 
exposes how Facebook has been engineered as a platform based on the quantification of affect. 
An important aspect of critical engineering is “to determine methods of influence and their 
specific effects” (Oliver, Savičić, and Vasiliev 2011) where Benjamin Grosser shows the 
consequences of quantification on user behavior by removing the metrics. 

Grosser actively collects user feedback on the tool to understand the effects metrification. 
This feedback shows how users experience the multiplication of data production in the Like 
economy and “illuminates how metrics activate the ‘desire for more,’ driving users to 
want more ‘likes,’ more comments, and more friends” (Grosser 2014). This desire for more, as 
argued by Taina Bucher, is also engrained in the algorithmic logic of Facebook which is 
engineered to make items with more interaction more visible (2012c, 1174). Bucher describes 
how Facebook rewards participation with algorithmically-determined visibility in the 
newsfeed and this “making it appear as if everybody is participating and communicating by 
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emphasizing those stories that generate many Comments and Likes provides an incentive to 
Like or Comment as well” (2012c, 1175). In his design of the Demetricator tool artist 
Benjamin Grosser interferes in this process by removing the visible numeric incentive to 
participate with the aim to “disrupt the prescribed sociality produced through metrics, 
enabling a social media culture less dependent on quantification” (2014). 

In the above part I have addressed how various actors have critically engaged with the 
data-intensive infrastructure of the Like economy through a series of interferences. These vary 
from taking Facebook to court, to blocking data flows from external websites to Facebook, to 
adding noise to the Like economy, to disabling the infrastructure’s multiplication processes to 
disrupt Facebook’s quantified sociality. To conclude, in the final part of this chapter I address 
the limits of sociality and data production in Facebook’s Like economy. 
 

The limits of sociality in Facebook’s social web 

The Like economy can be understood as part of emerging free economies which offer services 
for free and generate profits via their by-products (Anderson 2009)—in Facebook’s case social 
activities. Corporate interest in social interactivity and user affects are not new to Facebook, 
but have to be understood in the trajectory of information-intensive post-Fordist economies, 
corporate interest in transactional online data, and attempts to objectify consumer affects 
(Arvidsson 2011). The increasing centrality of knowledge and information in post-Fordist 
modes of production (Thrift 2005) have contributed to a further intermingling between life 
and production, between social interactivity and economic value and it is especially the web 
that provides particular infrastructures to cater for these interdependences. In particular social 
media platforms are engineered as such to convert web activities in the front-end, into 
valuable data in the back-end (Stalder 2012; Gehl 2014).   

In the informational web, user preferences and basic activities could be read from server 
log files, which are used to derive engagement measures such as hits and time spent on a page. 
With the rise of the social web, companies realized that everyday online activities provide a 
rich source of information about user preferences, habits and affects that had previously only 
been available through consumer research techniques. An increasing range of social media 
monitoring services is currently tracking and analyzing user behavior online, instantly turning 
social activity and web engagement into different types of data (Lury and Moor 2010). 
Facebook’s endeavors are thus not new and have to be accounted for in the context of 
corporate social media monitoring. However, the Like economy creates an infrastructure that 
not only allows transactional data to be mined instantly, but also allows it to be attached to 
individual user profiles and multiplied. 

Throughout this chapter I have approached this development from a medium-specific 
perspective by discussing how web devices such as social buttons and the Open Graph have 
contributed to this intermingling of the social and data and their multiplication. In comparing 
the emerging Like economy with the hit and link economy, I explored how the launch of 
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social buttons has reintroduced the role of users in organizing web content and the fabric of 
the web—and how the infrastructure of the Open Graph is turning user affects and 
engagement into both data and objects of exchange in the platform-specific currency of the 
Like. This chapter has presented a twofold analysis of the Like economy. 

First, by showing how Facebook is creating a particular fabric of the web through social 
buttons, which at the same time decentralizes data collection and recentralizes data processing 
and economic valorization. I traced the presence of Facebook Connect and Social Plugins 
across the web, showing that Facebook is currently emerging as a key agent in the sector of 
back-end data mining. More than that, such data mining practices reveal an alternative fabric 
of the web, one that is not organized through hyperlinks placed by webmasters, but one that is 
based on data flows enabled by and to third-party devices, facilitating the decentralization of 
data mining and the recentralization of data processing within platforms. 

Second, by following the medium-specific perspective further, I have drawn attention to 
the capacity of the Like button to metrify user affect and engagement by turning them into 
numbers on the Like counter while strategically exposing them to other users to evoke further 
interactions. User activity on social media platforms has so far often been discussed in a post-
Marxist terminology of labor, production and user exploitation. It has been understood as a 
form of social production (Scholz and Hartzog 2007), as presumption (Ritzer and Jurgenson 
2010) or working consumers/users (Fuchs 2010) or as free labor (Terranova 2000), as users 
voluntarily engage in productive activities without financial reward for their contributions. 
The Like economy cuts across too simplistic ideas of exploitation by establishing webmasters, 
who place these social buttons on their sites, as intermediary actors. The medium-specific 
perspective draws attention to the role of devices, as affect is not valuable per se, because it is 
hard to measure and to compare. It is the medium-specific infrastructure of the Like economy 
that allows the transformation into quantified likes, which can then enter multiple forms of 
exchange: from producing data for user mining and patterning, to creating recommendation 
traffic from Facebook, providing access to Like button statistics or moving behind the 
Likewall. This medium-specific infrastructure further creates an environment that does not 
require active participation in the Like economy through clicking on social buttons or 
commenting. Instead, the underlying data mining processes foster participation by default, 
tracking users’ browsing behavior, storing Like button impressions or instantly sharing app 
engagement to the ticker. By looking at the infrastructure that enables these processes 
attention is drawn to the politics of the Facebook platform and its back-end data flows in 
which logging out, deleting one’s profile or never joining the platform do not offer solutions to 
opt out. 

To conclude, I return to Zuckerberg’s ambition to integrate ever more social activities 
into the Facebook platform. As former employee Matt Cohler claims: “Facebook has always 
thought that anything that is social in the world should be social online” (Gelles 2010). In 
contrast, I would like to outline that there are limits to Facebook’s enclosure of sociality, most 
notably in the current absence of the widely requested Dislike button as a critical counterpart 
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to the Like button. Although such a button may comply with corporate interest in both 
positive and negative sentiment, Facebook abstains from its implementation, as a one-click 
solution for negative affect may lead to insensitive use (Sawers 2010). Yet, the decision to 
refrain from “disliking” also bears economic dimensions as opening up the possibility for 
controversial sharing practices would create negative traffic and negative connections, which 
cannot be collapsed in the composite Like counter. In this sense, the Like economy is 
facilitating a web of positive sentiment in which users are constantly prompted to like, enjoy, 
recommend and buy as opposed to discuss or critique—making all forms of engagement more 
comparable but also more sellable to webmasters, brands and advertisers. While Social Plugins 
allow materializing and measure positive affect, critique and discontent with external web 
content remain largely intensive and non-measurable. The absence of negative affects has until 
the Spring of 2015 marked the limits of Facebook’s understanding of sociality. The 
introduction of new activity apps, however, has complicated the affective space of Facebook, 
potentially allowing for differentiated and even negative activities in relation to web objects, 
such as hating, disagreeing and criticizing161—while the action “dislike” remains blocked. 

The Like economy has thus created an infrastructure that comes across as facilitating a 
more social web experience, but participates in creating an alternative fabric of the web in the 
back-end, one in which social interaction is instantly metrified and multiplied and which 
connects insights from web analytics with individual user profiles and the social graph. It 
enables only particular forms of social engagement and creates specific relations between the 
social, the traceable and the marketable, filtering them for positive and scalable affects. 

In this chapter I have analyzed how Facebook has created a data-intensive infrastructure 
on the web by using its platform-specific features, in particular the Like button. This 
infrastructure is characterized by the double logic of platformization, that is the 
decentralization of data production and the recentralization of these processes by sending 
valuable data back to the platform. To expand further into the web Facebook employs 
webmasters to open up their websites to Social Plugins to enable data flows from and to the 
platform. These Social Plugins not only permeate the boundaries of the platform (see chapter 
2) but also the boundaries of the website by establishing channels for data exchanges (see 
chapter 6). In this sense platforms and websites become interconnected and mutually shape 
each other through web activities taking place across various spaces.  

The next chapter addresses this permeability of the website in the web as platform as a 
consequence of the integration of third-party content and functionality. Rather than seeing 
the website as a concrete entity or a bounded object, I argue for reconceptualizing the study of 
websites as website ecology. The website as an ecosystem inhabited by third parties forms the 
entry point to map and analyze the larger techno-commercial configurations of the web that 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
161 However, all apps that want to make use of the pre-defined actions by Facebook or create their own custom 
actions must be reviewed and approved by Facebook first, see: 
https://developers.facebook.com/docs/sharing/opengraph/using-actions [Accessed 1 May 2015].  



114  

these websites are embedded in. In this chapter I have provided a method to map the larger 
tracking ecosystem of Facebook, or the platformization of the web by Facebook. In the 
following chapter I further expand this method to map tracking ecologies over time. I position 
the source code of the archived website as an important entry point to reconstruct these 
historical website ecologies. 
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6. Website ecologies: Redrawing the boundaries of a website 

 
In the previous chapters I have shown how websites (chapter 2 and 5) and blogs (chapter 3) in 
the platformized web are increasingly assembled from various third-party sources such as 
social media platforms. Websites are no longer discrete entities but have become shaped by 
and entangled in relationships with external actors. The notion of the data pour (chapter 2) 
has drawn our attention to seeing the website as an assembled object. In this chapter I build 
on the previous chapters with a historical perspective on the changing composition and 
boundaries of the website. I propose to see the website as an ecosystem through which we can 
analyze the larger techno-commercial configurations that websites are embedded in. In doing 
so, I reconceptualize the study of websites as website ecology. The website’s ecosystem can be 
detected by examining the source code in which a website’s connections with third parties 
have become inscribed. Complimentary to this, I explore how we can examine changes in a 
website’s ecosystem over time as a way to trace the platformization of the web at large through 
the changing composition of the website. 

I position the historical study of a website’s ecosystem as a contribution to web 
historiography, a sub-field of internet history, which is concerned with writing histories of the 
web (Brügger 2009; Kirsten Foot and Schneider 2010; Ankerson 2012; Brügger 2013). 
Analyzing a website’s changing composition over time can provide us with new insights into 
the changing techno-commercial environments of the web and the spread of platformization. 
To operationalize this contribution I turn to web archives, which serve as important tools for 
web historians who wish to uncover previous states of the web. I argue that while the web 
archive of the Internet Archive Wayback Machine focuses on snapshots of single websites 
(Brügger 2009; Rogers 2013; Ben-David and Huurdeman 2014) the source code of these 
snapshots contains valuable information about a website’s relations with third parties that we 
can employ for the reconstruction of historical website ecosystems and missing platform 
content. That is, I propose treating the source code as a demarcation object that determines 
the dynamic interrelations between websites and external actors, by focusing on the code 
snippets of third-party objects that enable these connections. Additionally, while embedded 
third-party content or functionality from social media platforms may not be included in the 
archived website due to the archiving process, the embed code or data pour that refers to them 
is often still present in the archived source code and can be used to retrieve missing platform 
content. In two case studies I will examine how we can employ archived source code to 
reconstruct historical website ecologies and to retrieve missing social media platform content 
in archived websites. In the first case study I develop a method to trace one particular type of 
third-party object in the archived source code, the tracker, to analyze the historical tracking 
ecologies that the New York Times website has been embedded in between 1996-2011. In the 
second case study I address the problem of missing third-party content in archived websites by 
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developing a method to reconstruct the missing commenting space of an archived Huffington 
Post article. In this study I make use of the code snippets of Facebook Comments’ plugin in 
the archived source code to retrieve all the comments from Facebook’s database that have not 
been archived. 

In this chapter I argue that the platformization of the web has contributed to the demise 
of the website as a bounded object and propose to reconceptualize the study of websites as 
website ecology. 

 

Website ecology 

In the social web third-party content and functionality are substantially shaping websites 
(Mayer and Mitchell 2012). Webmasters can make use of social media platforms to embed 
sharing functionality, related social activities such as tweets, commenting systems to enable 
and manage comments, content delivery networks to host videos and photos as well as 
advertising servers to display dynamically-generated personalized ads to generate income. In 
these scenarios, the website is no longer a self-contained unit but has become informed and 
molded by other actors on the web.  

Thus, I would like to introduce the notion of website ecology, that is the study of the 
complex socio-technical relations between websites, users, social media platforms, tracking 
companies, other actors and their environment. Chi et al. use the term web ecology to argue 
that the complex set of relations between web content, their users and the structure they create 
between content “form an ecology among users and their information environment, and its 
change through time is a form of evolution” (1998, 400). In this dissertation I use the term in 
a similar manner but at the same time I recognize that the types of web content and the 
relations that can be created between content and users have changed significantly compared 
with the web Chi et al. previously described. Most significantly, relationships between web 
content have moved beyond mere hyperlinks between web pages so as to include other 
relationship markers that have been created through the use of social media platform features 
(see chapter 3, 4 and 5). In this chapter I employ the term website ecology to draw attention 
to the techno-commercial environments that websites are embedded in through a set of 
complex relations with third parties.  

 In doing so, I draw parallels with media ecology. Neil Postman defines media ecology as 
“the study of media as environments” which 

looks into the matter of how media of communication affect human perception, understanding, 
feeling, and value; and how our interaction with media facilitates or impedes our chances of 
survival. The word ecology implies the study of environments: their structure, content, and impact 
on people (Postman 1970).  

Shifting media ecology’s focus away from studying the effects of media on people towards the 
materiality of these media environments, Matthew Fuller argues for understanding media 
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ecology as “the massive and dynamic interrelation of processes and objects, beings and things, 
patterns and matter” (2005). Here, I am particularly interested in reflecting on media ecology 
after the “softwarization” of media (Berry 2012; Manovich 2013, 5). In Software Takes 
Command new media scholar Lev Manovich reconceptualizes media ecology after our “media 
becomes software” (2013, 156). For Manovich media ecology refers to the study of the 
software environment of media data and its distinct software techniques (2013, 150). Software 
studies scholar David Berry, on the other hand, does not use the term “media ecology” to 
describe our software-saturated media environment but describes our current media system as 
a “computational ecology” which is comprised of distinct “software ecologies” (2012). Berry 
employs the term ecology as “as a broad concept related to the environmental habitus of both 
human and non-human actors” (2012). Similarly, José van Dijck too draws from ecological 
metaphors to study software-mediated spaces on the web. She analyzes the interconnectedness 
of social media platforms as an “ecosystem of connective media” where each platform is seen 
as a microsystem (2013c, 21).  

Following these authors, I draw from ecology in a similar manner to analyze changes in 
the composition of the web by studying the relations between a website and its 
environment.162 Website ecology looks at the dynamic and shifting relations between websites 
and third parties, which do not only become interconnected through users’ web activities such 
as linking pages, but also through software, platform features and data flows. 

As discussed in the previous chapters, the programmability and modularity of websites 
have enabled platform ecologies in which data flows in structured exchanges between websites, 
users and platforms, as well as third parties such as advertisers, tracking companies and social 
media aggregators. An ecological approach to understanding websites allows for the analysis of 
websites as dynamic spaces where these complex relations between users, websites and third 
parties get encoded.  

Previous approaches to studying the website in its networked environment have focused 
on how websites establish relations with other websites through linking, therewith embedding 
the website in a hyperlink network (Park 2003; Rogers 2002). Elmer and Langlois describe 
these approaches as “Web 1.0 methods focused on mapping hyperlink networks” (2013, 43) to 
analyze the connections between websites and the networks they form. Previously Elmer has 
called for detecting new indicators of networking and to develop “a broader vision for the 
analysis of web code, expanding beyond the mapping of HREF tags (hyperlink code) toward 
an understanding of the larger structure and deployment of all web code and content 
(including text, images, met tags, robot.txt commands and so on)” (2006, 9). In this chapter I 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
162 I am aware of the complications of drawing from biological metaphors since some “biological laws and principles 
do not allow a technological translation” (Scolari 2012, 218). However, Carlos Scolari and Marianne van den 
Boomen argue, metaphors play an important role in conceptualizing new media technologies (2012, 206; 2014) 
and in expanding media studies theory (Scolari 2012, 2010).162 In this dissertation, the ecological metaphors 
function as conceptual devices to make sense of the new complex arrangements between humans and software 
spaces on the web by way of an analogy. 
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contribute a new approach that examines the source code for dynamic third-party scripts that 
create connections with third parties. 

Web 2.0, Elmer and Langlois argue, is characterized by new forms of networked 
connectivity which move beyond the hyperlink and which require new methods to map these 
new types of connections (2013, 44). They outline the “building blocks” of what they refer to 
as Web 2.0 “cross platform based methods” in which they trace objects across platforms to 
detect their channels of circulation and analyze the different types of relationships that they 
form (2013, 45). Here, I build on Elmer and Langlois’ idea of cross platform analysis with a 
novel method that traces cross connections from within the website by employing third-party 
objects. 

A cross platform approach shifts the attention away from the hyperlink as the prime 
connection mechanism towards other web-native objects, or platform-specific objects such as 
social buttons, that enable and mediate interactions between a website and its ecosystem (see 
chapter 4 and 5). Of particular interest here are the objects that are not immediately visible in 
the front-end, that is the user interface, and which create relations with other actors on the 
web such as trackers. Roesner et al. define a (third-party) tracker as “a website (like 
doubleclick.net) that has its tracking code included or embedded in another site (like 
cnn.com)” to “identify and collect information about users” (2012, 12). Trackers can be 
divided in first party trackers and third-party trackers. First party trackers are issued from the 
same domain as the website “that the user has voluntarily interacted with” whilst third-party 
trackers are issued from a different domain than the website, indicating involuntary 
interactions with an external actor (Mayer and Mitchell 2012, 413). In this chapter a tracker 
refers to a third-party tracker, indicating a connection with an external actor. 

Web bugs, beacons and other types of trackers embed the website in larger techno-
commercial configurations on the web by establishing relations between websites and 
advertising networks, analytics companies and market research companies amongst others. 
Detecting these relations requires moving beyond the user interface (Langlois, McKelvey, et 
al. 2009) and looking beneath the surface of a website in order to detect the traces of these 
dynamic relations by engaging with the materiality of a website, the source code.  

In this chapter, I draw from European media ecology163 which emphasizes the materiality 
of code and software of our contemporary media environment (Fuller 2005; Goddard and 
Parikka 2011; Berry 2012). In this view, the source code of a website forms the object of the 
study of website ecology. The website’s source code provides the material in which the 
relations with other actors become inscribed through dynamic third-party content, objects and 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
163 For the differences between the North American version of media ecology, as introduced by Neil Postman and 
Marshall McLuhan and others, and the European version by Matthew Fuller, Jussi Parikka and others, see Michael 
Goddard (2011). This essay is part of a special Fibreculture issue on ‘Unnatural Ecologies’ which, as editors Michael 
Goddard and Jussi Parikka outline in their introduction, reflects on media ecology as a direction within media 
studies with its revival with Matthew Fuller’s new take on it in Media Ecologies: Materialist Energies in Art and 
Technoculture (2005). 
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features. This follows a perspective advocated by a number of authors (Manovich 2001; 
Hayles 2004; Fuller 2005; De Souza, Froehlich, and Dourish 2005; Mackenzie 2006; Marino 
2006; Kirschenbaum 2007; Brügger 2008; Ankerson 2012; Berry 2012) who engage with the 
materiality of new media by pointing to the source code as an important entry point for 
analysis.  

Within these approaches, I am particularly inspired by De Souza et al. who propose to 
see the source code as “a social and technical artifact” in which aspects of software 
development have become inscribed (2005, 197). They draw from Latour’s notion of 
inscription (1999)164 to refer to “a process through which social practice and technological 
artifacts become inextricably intertwined” (2005, 197). They see “software artifacts as pure 
inscriptions” that can be used “to uncover the structure of software projects” and their 
development processes (2005, 197), an approach they refer to as “an ‘archeology’ of software 
processes” (2005, 206). Similarly, Megan Sapnar Ankerson turns to the traces of software to 
engage with “the culture of software in constructing histories of the web” thereby bringing a 
“software studies lens to web historiography” (2009, 195). I build on De Souza et al.’s and 
Ankerson’s approaches by seeing the archived source code as a document in which relations 
with third parties become inscribed that can be used to reconstruct historical techno-
commercial configurations on the web.  

The source code reveals dynamic third-party scripts and objects—the data pours—that 
enable connections with external databases. In this sense this chapter can also be seen as a 
contribution to Critical Code Studies (CCS), an approach aligned with software studies and 
platform studies which analyzes the code layer of software (Marino 2014). CCS is mostly 
concerned with analyzing artistic programs and code poetry, yet is open to the interpretation 
to any kind of code (Marino 2006). I specifically address a concern expressed by Matthew 
Kirschenbaum during the 2011 HASTAC Scholars Critical Code Studies Forum that “by 
focusing on the analysis of code snippets, CCS could potentially abstract code from its larger 
software constructs” (2014). The approach put forward here uses code to direct the attention 
back to these larger software constructs of the web such as tracking ecologies.  
 

Tracking ecosystems 

Trackers in the form of beacons and analytics can be intentionally implemented by 
webmasters to monitor the functioning of their websites or collect data about their visitors. 
However, as demonstrated previously in chapter 5 on Facebook’s Like Button, trackers can 
also come as a by-product of third-party functionality. Webmasters that employ website 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
164 Latour defines inscription as “a general term that refers to all the types of transformations through which an 
entity becomes materialized into a sign, an archive, a document, a piece of paper, a trace” (1999, 306). 
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analytics, advertisements or social buttons therewith—intentionally or unintentionally—
embed the website and its visitors in a tracking ecosystem.165  

Since the early days of the web, banner ads, cookies and other tracking web objects have 
been an integral part of the web. In October 1994, only a year after the release of the first 
graphical browser Mosaic, HotWired placed the first banner ads on its website which marked 
an important turning point for the web (D’Angelo 2009). Another second development was 
the creation of ad networks connecting advertisers to webmasters (Gehl 2014, 104). 
According to Tim O’Reilly, ad network DoubleClick—founded in 1996—was a “pioneer[…] 
in treating the web as a platform:”  

People don't often think of it as "web services", but in fact, ad serving was the first widely deployed 
web service, and the first widely deployed "mashup" (to use another term that has gained currency 
of late). Every banner ad is served as a seamless cooperation between two websites, delivering an 
integrated page to a reader on yet another computer (O’Reilly 2005).  

DoubleClick ’s ad serving technology is offered as software as a service (SaaS),166 enabling 
real-time communications between websites hosting ads and the ad network in order to 
retrieve the most relevant banner ad matching the website’s visitor (Peters 1999, 342). The 
banner ad creates a data pour for two-way data flows between websites and DoubleClick’s ad 
network. 

A third development came from ad networks such as Google AdSense which started 
selling ads on small websites such as personal homepages and blogs in contrast to DoubleClick 
which mainly sold ads on major websites such as web portals (O’Reilly 2005; Gehl 2014, 104). 
Chris Anderson argues that Google makes most of its money from ads on small websites, 
which he refers to as “the long tail of advertising” (2006, 24). These ad networks distribute 
their ads across websites and recentralize user data collected from these websites back to these 
services, which can be seen as an early example of the dual logic of platformization. With the 
rise of ad servers to track and monitor ads on third-party websites, trackers have become an 
integral part of the interactions between websites and their ecosystem (Mayer and Mitchell 
2012). Next, I will discuss this changing composition of the website within the web as 
platform. 

 

The website as an assembled unit 

In the early days of the web, often referred to as Web 1.0, websites were considered to be 
fairly self-contained units since most content was stored on the same server (Song 2010, 251; 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
165 In chapter 5 I have mapped the tracking ecosystem of the Alexa top 1000 websites, see figure 25. 
166 SaaS, or “Software as a Service” can be defined as “[s]oftware applications that are hosted on the internet and 
delivered on demand, through a web browser. SaaS is the Web 2.0 answer to the traditional software model of 
shrink- wrapped products, installed on a user’s PC or on the local network” (Funk 2008, 5).  
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Mayer and Mitchell 2012). Within Web 2.0 websites are increasingly entangled in a 
networked context and shaped by third-party content and dynamically-generated functionality 
(Mayer and Mitchell 2012; Gehl 2014, 103).167  

The modularity of websites and their integration of data pours are keys to understanding 
the altering role and shape of the website in the web as platform. The changing nature of the 
website, Alan Liu argues, can be understood as shifting from web pages as self-contained units 
in Web 1.0 to webpages which “increasingly surrender their soul to data pours that throw 
transcendental information onto the page from database or XML sources reposed far in the 
background” as exemplary within Web 2.0 (see chapter 2). Data pours have interrupted “the 
page-based paradigm of the web” by “abstract[ing] web content into feeds, real-time flows of 
XML data” (Whitelaw 2008) and, I argue, have contributed to the website’s demise as a 
bounded object. Robert Gehl similarly argues that in Web 2.0 a website is assembled from 
third-party sources: “a website is a ‘mash-up’ of top-down, incrementally altered architecture, 
bottom-up user participation and processing, and the lateral insertion of advertising, creating a 
coherent visual artifact out of these different streams” (Gehl 2014, 103). 

Within the web as platform the website can be seen as an assemblage of modular 
elements that on the one hand enable interactions with other actors on the web and on the 
other hand permeate or redraw the boundaries of the website by setting up data pours—
channels for the exchange of content and data stored in external databases. Next, I will show 
that the website as an assembled object provides an important entry point for analyzing 
historical website ecosystems through web archives. 

 

The detachment of the website ecosystem 

To study previous states of the web, the web historian needs access to historical material 
which can be found in web archives such as the Internet Archive Wayback Machine. 
However, web historian Niels Brügger argues, the archiving process actively shapes and 
determines how a website is archived and therefore what kind of reconstruction or historical 
analysis is possible (Bru ̈gger 2009, 126). Brügger distinguishes between five interrelated 
analytical web objects on the web:  

Whether studying the web of today or of the past, we can focus on five different web strata: a web 
element, for example an image on a webpage; a webpage is what we see in a browser window; the 
website is a number of coherent webpages; the web sphere is the web activity related to a theme, 
an event or the like; and the web as a whole is anything that transcends the web, such as the 
general technical infrastructure of the web or the content of the web in its totality (Brügger 2013, 
753–754; Brügger 2009, 122–125) 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
167 As I have previously addressed in the introduction, I do not mean to imply a radical break between websites in 
Web 1.0 and Web 2.0. Rather, the previous example of DoubleClick serving ad banners in early websites shows the 
continuities of these practices. 
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Brügger describes that the “impact of the archiving process on the archived web material 
is that in practice the website is almost always the basic unit in a web archive” (2013, p.757). 
He defines the website as a mediated technical artifact which is “a coherent textual unit that 
unfolds in one or more interrelated browser windows, the coherence of which is based on 
semantic, formal and physically performative interrelations” (2009, 126). Web historians Foot 
and Schneider delineate websites as “groups of pages sharing a common portion of their URL” 
(2010, 69) where web pages are seen as “groups of elements assembled by a producer and 
displayed upon request to a server” (2010, 69). These definitions of the website as an object of 
study focus on the visible rendering of the website as a coherent yet assembled object. What 
we see in the archiving process is that the increasing modularity of the website poses a 
challenge to assembling the archived website but also that the archived website is detached 
from its larger context.  

This may be seen in the archived websites in the Internet Archive Wayback Machine, 
one of the largest available web archives. As previously discussed in chapter 3, the Internet 
Archive Wayback Machine, Rogers argues, lends itself to “single-site histories” or “website 
biographies” as one accesses the archive by entering a single URL, the website’s domain name 
(2013, 66). The focus on the single website shows how in the process of archiving, the website 
has been separated from its ecosystem. The foregrounding of the website over the other web 
strata means that archives often privilege the content of a website over “the search engine 
results that once returned them, the references contained in them (hyperlinks), the ecology in 
which they may or may not thrive (the sphere), and the pages or accounts contained therein 
that keep the user actively grooming his or her online profile and status (the platform)” 
(Rogers 2013, 63). Thus, in the archiving process the website is detached from the techno-
social context it resides in (Weltevrede 2009, 84). This detachment occurs in different 
manners, think for example, of the website’s log file which contains information about its 
visitors, its website statistics, its ranking on Alexa, its advertisements and its integrated 
Facebook recommendations and comments (see figure 23). Figure 23 illustrates how, in 
addition to being detached from its context, the archived website is also missing the third-
party content and functionality shaping the website, an issue that will be addressed in the 
second case study.  
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Figure 23: Archived webpage from the LA Times in the Internet Archive's Wayback Machine with missing 
advertisement and missing Facebook recommendations. The screenshot highlights the missing Facebook plugin 
and missing advertisement. Retrieved from: 
https://web.archive.org/web/20111222065750/http://articles.latimes.com/2011/dec/12/nation/la-na-obama-2012-
black-voters-20111212 [Accessed 3 December 2012]. 

 
While the website is the main unit within web archives (Brügger 2013, 756), the archived 
website’s source code also contains elements that can be employed to “uncover parts of the 
web that were not preserved” (Samar et al. 2014, 1199). In what follows next I develop a novel 
method that moves beyond the single-site history by employing the code snippets of an 
archived website to reconstruct a website’s ecosystem. My method addresses the conceptual 
and practical problem of the website as a bounded object which has troubled web archiving 
theorists (cf. Schneider and Foot 2004; cf. Brügger 2009). In shifting the focus from the 
content of the archived website to the code (cf. Rogers 2013, 63–64), different analytical 
opportunities present themselves. The archived website with its missing content can be 
considered incomplete, however when turning to the source code of the archived website it is 
more complete than it initially seemed. 
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Analyzing historical website ecosystems 

In the source code of archived websites we can find the traces,168 the code snippets, of web 
objects such as trackers and third-party content. While these objects themselves may not be 
archived their code allows for reconstructing the network of trackers that websites have been 
embedded in.  

Previous approaches in using aspects of a website’s source code to study its environment 
include outlinks to other websites as one way to move beyond the single-site history. As 
shown in chapter 3, the HTML code for hyperlinks in an archived website’s source code 
enables the reconstruction of past hyperlink networks through a historical hyperlink 
analysis.169 Even though these websites may not have been archived themselves, the outlinks 
pointing to them allows for “conjuring up” these websites (Stevenson 2010b) and map past 
states of the web or the blogosphere using the Internet Archive (Stevenson 2010b; Ammann 
2011; Ben-David 2011) (see chapter 3). Following Elmer (2006) and Elmer and Langlois’ 
(2013) call for employing other web-native objects for networking, I move beyond the 
hyperlink and focus on trackers as objects that entangle the website in a techno-commercial 
web environment. 
 Previous historical tracker studies include a longitudal study on trackers on 1200 
websites between October 2005 and September 2008 (Krishnamurthy and Wills 2009) and 
cookies and their (default) settings in different Netscape browser versions over time (Elmer 
2002). While web archiving has taken the first steps to attend to websites as part of hyperlink 
networks, little attention has been paid to the historical study of tracker networks so far. 

My proposed methodology to analyze historical tracking networks builds on previous 
research to map tracking networks (see chapter 5). In this chapter I further extend this 
method to detect trackers in archived websites to analyze the tracking networks that websites 
have been embedded in over time. At the same time this methodology serves as a blueprint for 
the development of further methods that focus on detecting and mapping other third-party 
objects in archived websites to study previous states of the web through website features and 
technologies and to examine the platformization of the web at large. 

The methodology to create tracker networks is inspired by a digital methods approach of 
“repurposing” the existing analytical capacities of tools and devices for research with the web 
(Rogers 2013, 1). Many tools on the web have a methodological approach built into them to 
achieve a particular functionality. An example of such a tool is the browser add-on Ghostery, 
which  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
168 Following Kirschenbaum (2003) and Ankerson (2009) I use the word traces to refer to the material evidence of 
software, in this case the tracker code. 
169 Despite the fact that web archives are often incomplete, the proposed method does not require the linked 
website to be archived as well. The mere presence of the hyperlink pointing to it can be used to map the historical 
hyperlink network of a blogosphere as demonstrated in chapter 3. 
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scans the page for trackers - scripts, pixels, and other elements - and notifies you of the companies 
whose code is present on the webpage you are visiting. These trackers often aren't otherwise visible 
and are often not detailed in the page source code. Ghostery allows you to learn more about these 
companies and their practices, and block the page elements from loading if the user chooses." 
(Ghostery n.d.)  

Ghostery has an inbuilt method to detect trackers in websites that can be employed for 
research purposes. Instead of creating a new method or tool to find trackers, we can also 
“repurpose” the existing analytical capacities of this existing tool. In the project “Tracking the 
Trackers” (2012),170 colleagues and I repurposed Ghostery to analyze and map the presence of 
trackers in a collection of websites (see chapter 5).  

Ghostery looks for patterns of trackers and matches them to a database of over 2000 
known trackers.171 It uses simple string matching (matching a number of characters in a code 
string) and regex as a method to detect and match the found tracker code against their 
database of trackers.172 For example, Ghostery looks for the presence of advertiser 
DoubleClick on a website by examining the website’s source code for known DoubleClick 
patterns in Ghostery’s tracker database, for example [ad.doubleclick.net] or 
[doubleclick.net/pagead]). 

The main contribution of repurposing Ghostery—by building a new tool on top of it—is 
the achievement to detect and map tracker networks. While Ghostery has been developed as a 
plugin to detect and block trackers on an individual website, the Tracker Tracker tool is able to 
detect trackers in a collection of websites and to create a network view of websites and their 
trackers. The Tracker Tracker tool can scan up to a 100 URLs at a time and outputs the name 
of the website, the tracker found, the tracker pattern and the tracker type in a .csv spreadsheet 
and .gefx file. This latter file, a Gephi graph, also contains the relations between the trackers 
and the collection of websites, based on tracker presence, and can be used to visualize the 
network of websites and their trackers using the graph visualization tool Gephi.173 Scanning 
large collections of websites for trackers enables mapping of tracking networks that websites 
are embedded in (see figure 21 in chapter 5).  

Such an approach no longer focuses on the relations between websites, by reconstructing 
a network based on the visible outlinks found on the website, but instead it focuses on the 
invisible connections established with trackers such as central ad servers and platforms in the 
back-end. This approach, which looks at alternative devices to organize relations on the web, 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
170 Project website: https://wiki.digitalmethods.net/Dmi/DmiWinterSchool2012TrackingTheTrackers [Accessed 3 
January 2013]. 
171 In the case study I made use of Ghostery version 2.8.0.1 which contained a library of almost 1500 trackers. See: 
https://addons.mozilla.org/en-US/firefox/addon/ghostery/versions/?page=2#version-2.8.0.1 [Accessed 3 January 
2013].  
172 See: https://addons.mozilla.org/en-us/firefox/addon/ghostery/versions/?page=1#version-2.5.3 [Accessed 3 
January 2013]. 
173 “Gephi is an interactive visualization and exploration platform for all kinds of networks and complex systems, 
dynamic and hierarchical graphs.” See: https://gephi.org/ [Accessed 3 January 2013]. 
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such as trackers, shows a specific view of the website’s ecosystem. It allows for the 
reconstruction of a different network of connectivity operating in the back-end of a website 
showing the data flows between websites and tracking companies as will be demonstrated in 
the following case study. 
 

Tracing the trackers using the Internet Archive Wayback Machine 

In this case study I have developed a novel method to map the tracking ecology of the New 
York Times website over time by using the Tracker Tracker tool in combination with the 
Internet Archive Wayback Machine. I have made use of the Wayback Machine—the interface 
to the Internet Archive's web archives—because it provides a valuable source for web 
historians because of its accessibility and scope. The Wayback Machine contains over 435 
Billion URLs174 and provides snapshots from a wide range of archived websites from 1996 
until very recent. 
 While trackers, or the websites issuing the trackers, may no longer exist or be in use, 
their code snippets—the code that enables the tracking—can still be found in archived 
snapshots of websites within the Wayback Machine. Trackers are visible in the archived 
website’s source code because they are either “hardwired” in the source code or have become 
imprinted in the website during the archival process (see figure 24).  

An important finding is that Ghostery still detects trackers in archived websites when 
surfing through the Wayback Machine with Ghostery enabled (see figure 25). When verifying 
the detected trackers, by manually comparing the source code of the archived website with the 
Ghostery database there is indeed a match with the pattern [ad.doubleclick.net]. Many 
patterns are established on such a level (for example domain name level [ad.doubleclick.net] or 
subpage level [doubleclick.net/pagead]) which means that if the tracking technique changes, 
the tracker will still be detected if it is issued from the same domain or subpage. According to 
Ghostery’s developers trackers’ issuing domains have hardly changed since they started 
developing the plugin, making it a suitable tool for historical research.175 The question remains 
to what extent the Ghostery database contains old trackers. While the example of 
DoubleClick, which has existed since 1996, shows that such companies can be traced and 
detected in retrospect, the detection of old trackers relies on the assumption that tracker 
(sub)domains do not change over time. This means that the approach put forward here can 
only detect trackers that Ghostery currently has in its database and further research should 
therefore investigate old tracker patterns. Concerning new trackers, Ghostery operates a 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
174 See: https://archive.org/web/ [Accessed 4 December 2014]. 
175 On May 30, 2013 I was invited to visit Ghostery’s office (Evidon Inc.) in New York City after they had learned 
about my research which I had presented earlier that month at the MIT7 conference in Cambridge, MA. During 
my brief visit I talked to Ghostery’s developers and asked them about their tracker database and the plugin’s 
technical functionality. 
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cumulative database and constantly adds new patterns of existing trackers to its database as 
well as new trackers.  

What follows from the observation that Ghostery is still able to detect trackers in 
archived websites is first, that some of the functionality of the trackers continues to exist 
within archived websites,176 and second, that the Tracker Tracker tool—which is based on 
Ghostery—also works with the Internet Archive’s Wayback Machine. The latter makes it 
possible to detect and analyze a website’s tracking ecology over time. Next, I will detail a 
method to do so. 
 

	  
Figure 24: Traces of a tracker in the source code of an archived front page of the New York Times in the Internet 
Archive Wayback Machine. The code snippets reveal the presence of DoubleClick ads and a DoubleClick tracking 
pixel [doubleclick.net/dot.gif]. The archived snapshot from the Wayback Machine is dated October 16, 2006. 
http://web.archive.org/web/20061016203640/http://www.nytimes.com [Accessed 12 January 2013]. 

 
 
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
176 That is, tracking companies continue to track users within the archived web.  
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Figure 25: Ghostery detecting trackers on the archived front page of the New York Times website while using the 
Internet Archive Wayback Machine. The archived snapshot from the Wayback Machine is dated October 16, 
2006. http://web.archive.org/web/20061016203640/http://www.nytimes.com [Accessed 12 January 2013]. 

 
The object of study is the archived New York Times website—or more specifically the 
archived New York Times front pages. The New York Times was chosen due to the site’s 
centrality as a news source, its large number of visitors per day177 and the presence of a fair 
amount of trackers—9 different trackers were detected by Ghostery on the New York Times 
front page at the time the pilot study was conducted in June 2012.178 The selected time frame 
is 1996-2011, from the first (1996) to the final (2011) full year the New York Times was 
archived in the Internet Archive Wayback Machine at the time of the case study in December 
2012. In a first step I set out to collect all the Internet Archive URLs for the archived 
snapshots from the New York Times in the Wayback Machine (see figure 26).  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
177 According to Alexa the site currently ranks as the #114 within the top 1000 global websites and the #6 within 
the category of news websites. See http://www.alexa.com/siteinfo/nytimes.com and 
http://www.alexa.com/topsites/category/Top/News [accessed 12 January 2013]. 
178 A pilot study to develop a methodology to analyze historical tracking ecologies was conducted with colleagues in 
June 2012, see: https://wiki.digitalmethods.net/Dmi/TracingTheTrackers [accessed 12 January 2013]. The case 
study presented here was done individually after I refined the methodology in December 2012. 
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Figure 26: The Internet Archive Wayback Machine URL for an archived snapshot of the New York Times 
website. The archived snapshot from the Wayback Machine is dated November 12, 1996. 
http://web.archive.org/web/20061016203640/http://www.nytimes.com [Accessed 12 January 2013]. 

 
Instead of collecting all Internet Archive URLs manually, I have used the Internet Archive 
Wayback Machine Link Ripper tool to automate the process.179 This tool retrieves the links of 
a website’s archived snapshots at wayback.archive.org. The input is a URL 
[http://www.nytimes.com/] and the output is a text file which lists the Internet Archive 
URLs—the links of the archived snapshots. In case the Wayback Machine has archived 
multiple snapshots of the website per day, only the first archived version of that day is retained 
and listed in the resulting text file. Table 3 shows the number of URLs collected by the 
Internet Archive Wayback Machine Link Ripper per year.  
	  

‘96 ‘97 ‘98 ‘99 ‘00 ‘01 ‘02 ‘03 ‘04 ‘05 ‘06 ‘07 ‘08 ‘09 ‘10 ‘11 
7 4 1 13 10 174 157 71 21 230 208 290 261 243 281 352 

Table 3: The number of Internet Archive Wayback Machine URLs collected for the New York Times website 
between 1996 and 2011 per year. The URLs were retrieved by the Internet Archive Wayback Machine Link 
Ripper tool. 

	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
179 See: https://tools.digitalmethods.net/beta/internetArchiveWaybackMachineLinkRipper/ [accessed 12 January 
2013]. 
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In a second step I used the Tracker Tracker tool to scan the Internet Archive URLs—the 
archived snapshots—for tracking technologies. The input is the list of Internet Archive URLs 
that was compiled in the previous step and the output shows the detected trackers per URL 
(see figure 27).  
	  

	  
Figure 27: The Tracker Tracker tool scanning all the Internet Archive Wayback Machine URLs for the New York 
Times websites between 1996 and 2011. The results show the name of the tracker, the type of tracker and the 
tracker pattern that were detected in the archived snapshots. 
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The result file can be downloaded from the tool in CSV (spreadsheet), GEFX (Gephi) or 

HTML-format and contains the Internet Archive URLs, the name of the tracker, the type of 
tracker and the tracker pattern that was detected. The type of trackers follows the 
categorization provided by Ghostery:180 

Ad: a tracker that delivers advertisements 
Analytics: a tracker that provides research/analytics for website publishers 
Beacon/Tracker: a tracker that exists only to track user behavior181 
Widget: a tracker that provides some kind of page function (comment forms, "Like" buttons, ...) 

I then collected this detailed information in a spreadsheet. Figure 28 shows the number and 
type of trackers that have been detected in the archived snapshots of the New York Times 
front page per year.182  

No trackers have been detected between 1996 and 2000. As discussed previously, ad 
servers and trackers have been an integral part of the web since the mid 1990s, so I manually 
verified the data of this period by checking the source code for the presence of third-party 
trackers. In 1996 and 1997 the front page of the New York Times is a clickable image map 
(see figure 26) and does not contain any trackers. In 1998 no trackers have been detected but 
manual verification revealed RealMedia ads (now 24/7 Media). In 1998 the New York Times 
had installed ad management platform Real Media on its own domain.183 However, these ads 
are issued from the New York Times domain—making it a first-party tracker. Ghostery and 
the Tracker Tracker tool do not identify first-party trackers but focus on third-party trackers, 
trackers that are issued from a different domain (Knowlton 2010). In this case study I am 
interested in these third-party trackers because they indicate a relation with an external party.  

As of 2001 the New York Times has started using a number of third-party advertising 
services: DoubleClick, LinkShare and Microsoft Atlas. The number of trackers increases per 
year and in 2006 and 2007 the New York Times front page contains 18 unique trackers over 
that year.184 After 2007 there is a decline in the number of unique trackers which reflects the 
findings of the previously mentioned longitudal tracker study by Krishnamurthy and Wills 
who found an “increasing aggregation of user-related data by a steadily decreasing number of 
entities” (2009, 541). Further research could address this phenomenon by looking into 
whether this indicates media concentration in the ad network industry.  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
180 See: http://www.knowyourelements.com/#tab=intro [accessed 12 January 2013]. 
181 Ghostery has renamed the tracker type ‘tracker’ into ‘beacon’ since this case study has been conducted. I 
continue use the category name ‘tracker’ in this chapter to maintain consistency with Ghostery’s naming of the 
tracker types at the time of the case study. 
182 There are a number of gaps in the available Internet Archive data from 1996-2000 and in 2004 data is missing 
for the months April-September which may explain the sudden “decline” in trackers in 2004. 
183 See: http://www.colepapers.net/TCP.archive/Cole_Papers_98/TCP_98_01/realmedia.HTML [Accessed 12 
January 2013]. 
184 The number of unique trackers detected per year does not mean that they were all present at the same time but 
that the NYT front page contained 18 unique trackers during the whole year. 
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Figure 28: The number of trackers that have been detected by the Tracker Tracker tool per year on the archived 
New York Times front pages in the Internet Archive Wayback Machine between 1996 and 2011. The trackers 
have been color-coded according to the tracker types provided by Ghostery.185 Green: ad, orange: tracker, blue: 
analytics, pink: widget. Visualization created with Adobe Illustrator. 2012. 

 
Trackers in the form of widgets, which include social plugins, are relatively absent from the 
results. This can be explained by the setup of the research design. In this study I focused on 
the front page of the New York Times, whilst widgets such as social buttons are often not 
implemented on the front page but on the single-article page to like, share and tweet an 
article. Therefore I have requested an adjustment to the Tracker Tracker tool so it is now 
possible to scan up to five pages deep, starting from the homepage. This adjustment allows for 
tracing the rise of social plugins within archived websites over time for future research. 

Figure 29 shows the diverse tracker environment the New York Times website has been 
embedded in over the years. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
185 See: http://www.knowyourelements.com/#tab=intro [accessed 12 January 2013]. 
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Figure 29: Names and types of the trackers that have been detected by the Tracker Tracker tool per year on the 
archived New York Times front pages in the Internet Archive Wayback Machine between 1996 and 2011. The 
trackers have been color-coded according to the tracker types provided by Ghostery.186 Green: ad, orange: tracker, 
blue: analytics, pink: widget. Visualization created with Adobe Illustrator. 2012. 

 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
186 See: http://www.knowyourelements.com/#tab=intro [accessed 12 January 2013]. 
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This case study on the New York Times has demonstrated how we can employ historical 
source code analysis to analyze the historical tracker environment of a website using the 
Internet Archive’s Wayback Machine. As such it has put forward a way in which an individual 
archived website can be used to uncover the interactions between the website and its 
environment.  

One of the limitations of the case study is that the pattern of a specific tracker may 
change over time by using different scripts or tracking techniques (Orr et al. 2012). However, 
this case study has shown that in many cases patterns are established on domain name level 
and do not change significantly over time, e.g. [ad.doubleclick.com]. However, further 
research could include searching for possible databases that contain historical patterns in order 
to retrospectively update the pattern list.  

In addition, in the future I wish to use the method presented in this chapter to scan a 
larger set of websites and move beyond the front page of these websites to detect social 
buttons. This builds on the research presented in chapter 5 in which I mapped the tracking 
ecology of the top 1000 Alexa websites (see figure 21). Scanning a large collection of archived 
websites over the timespan of 10 years would allow me to reconstruct and analyze the 
changing techno-commercial configurations of the web. This may be used to address the 
following questions: Who are the most prominent trackers over time? Are there any changes 
in the types of trackers (ads, analytics, widgets) over time? Is there a decline in the number of 
trackers used and does this point to media concentration? Microsoft Atlas for example—a 
prominent actor on the New York Times website in this study, was acquired by Facebook in 
February 2013. 

This case study has contributed to web historiography as it shows how existing web 
archives can be used to study a website’s ecosystem over time in order to analyze historical 
states of the web. Whilst this first case study has focused on employing code snippets to 
reconstruct a website’s environment, the following case study puts forward a method to use the 
code snippets of social plugins to reconstruct missing social media content within archived 
websites. 

 

The reconstructive affordances of APIs for web historians 

In this second case study I return to the notion of the website as an assembled object from 
dynamic third-party sources (Mayer and Mitchell 2012). The dynamic programming language 
JavaScript has made it possible to load embedded resources within external websites, including 
tracking scripts and social plugins such as the Facebook Like Button or Facebook Comments 
plugin. However, these dynamic website elements pose a big challenge to traditional web 
archiving practices (Brügger 2013, 758) as employed by the Internet Archive Wayback 
Machine. In their Frequently Asked Questions the Internet Archive reports on the problems 
of archiving pages that are assembled from external and dynamic third-party content and 
functionality: “When a dynamic page contains forms, JavaScript, or other elements that 
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require interaction with the originating host, the archive will not contain the original site's 
functionality” (“FAQ” 2014). As JavaScript is increasingly used to load content and 
functionality from external sources this has an enormous impact on the archivability of the 
web, Brunelle et al. contend (2015).  

This problem should be framed within larger issues that web archives are facing in trying 
to keep up with the technological developments of the web (Jeffrey 2012; Ben-David and 
Huurdeman 2014). Current web archiving techniques are better tailored to websites as self-
contained sources than websites as assembled from third-party elements (Ben-David and 
Huurdeman 2014).187 I explore these issues by looking at an archived website, the news 
website Huffington Post, which makes use of a number of dynamic third-party objects 
including Facebook’s Social Plugins. In particular, I look at a single article of the Huffington 
Post on the topic of ISIS, which has generated over 400 comments on its page through a 
third-party commenting system provided by Facebook.188 

Webmasters can implement the Facebook Comments plugin to create Facebook-enabled 
comment spaces on their pages (see figure 30).189 On the live web190 these Facebook 
Comments are loaded from Facebook’s platform in real-time (see figure 28).191  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
187 It is beyond the scope of this paper to go into the problems of archiving social media platforms, see the work of 
McCown and Nelson (2009), SalahEldeen and Nelson (2012) and Jeffrey (2012).  
188 URL of the Huffington Post article: http://www.huffingtonpost.com/azeem-ibrahim/by-destroying-churches-
an_b_6927242.html. URL of the Huffington Post article in the Wayback Machine: 
https://web.archive.org/web/20150413155142/http://www.huffingtonpost.com/azeem-ibrahim/by-destroying-
churches-an_b_6927242.html [Accessed 12 April 2015]. 
189 “The Comments Plugin lets people comment on content on your site using their Facebook account. If people 
wish to they can share this activity to their friends in News Feed as well. It also contains built-in moderation tools 
and special social relevance ranking.” See: https://developers.facebook.com/docs/plugins/comments/ [Accessed 12 
April 2015]. 
190 The term “live web” follows the terminology used by the Internet Archive and Niels Brügger to refer to “what is 
on the web today” (2009, 125). 
191 “The Comments Plugin lets people comment on content on your site using their Facebook account. If people 
wish to they can share this activity to their friends in News Feed as well. It also contains built-in moderation tools 
and special social relevance ranking.” See: https://developers.facebook.com/docs/plugins/comments/ [Accessed 12 
April 2015]. 
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Figure 30: Live web view of the Huffington Post article on ISIS from March 23, 2015: 
http://www.huffingtonpost.com/azeem-ibrahim/by-destroying-churches-an_b_6927242.html [Accessed 12 April 
2015]. The presence of social plugins and Facebook comments on the page has been highlighted. 
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The Facebook Comments plugin can be integrated into a website by including two pieces 
of code: First, Facebook’s JavaScript SDK, and second, the plugin (see figure 31).  

 

	  
Figure 31: The plugin code for the Facebook Comments plugin. The plugin code consists of two sets of code 
snippets: 1. The JavaScript SDK establishes a communication channel between the website and Facebook, and 2. 
The plugin code creates a data pour on the website for Facebook comments. Retrieved from: 
https://developers.facebook.com/docs/plugins/comments/ [Accessed 12 April 2015]. 

The plugin sets up a data channel by establishing a connection with Facebook's database to 
send and retrieve comments to and from the platform. Technically, the plugin functions as an 
API call into Facebook’s database (see chapter 3), meaning it sends specific operations to 
Facebook to perform tasks such as: get user profile, get total number of comments, get five 
comments on this article, write new comment, like comment, etc. This data is then rendered 
and displayed within the plugin on the website.  

As addressed in chapter 2, the plugin is what Alan Liu refers to as a “data pour,” a 
snippet of code on a website that creates a container for sending and retrieving content from 
and to an external database (2004, 59). When a user leaves a comment using Facebook 
Comments this comment is not only posted on the website but also—as enabled through the 
default settings—posted to the user’s Newsfeed in Facebook (see figure 32).  
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Figure 32: The Facebook Comments plugin as shown on the Huffington Post website. The functionality to cross-
post the comment to Facebook has been highlighted. Screenshot from the Facebook comment space on the 
Huffington Post website: http://www.huffingtonpost.com/azeem-ibrahim/by-destroying-churches-
an_b_6927242.html [Accessed 1 May 2015]. 

Similar to the functionality of the Like button (see chapter 5), the comment can gather 
additional comments on the website through replies (see figure 32 and 33) and within 
Facebook’s Newsfeed through comments (see figure 34), scaling up future engagement.  

 

 

Figure 33: The Facebook Comments plugin as shown on the Huffington Post website. The screenshot shows the 
posted comment on the Huffington Post. Screenshot from the Facebook comment space on the Huffington Post 
website: http://www.huffingtonpost.com/azeem-ibrahim/by-destroying-churches-an_b_6927242.html [Accessed 1 
May 2015]. 
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Figure 34: The cross-posted comment on the Facebook Newsfeed. The screenshot shows the result of cross-
posting a comment from the Huffington Post website to Facebook using the Facebook Comments plugin. 
Facebook users can further comment on the Huffington Post article on the Facebook Newsfeed. Screenshot from 
the author’s Facebook News Feed. 

 
Comments produced on the website and within Facebook are synchronized across both 
spaces. This turns the data channel of the plugin into a lively infrastructure (Beer 2013; 
Marres and Weltevrede 2013) as data produced in one space immediately informs the other 
and is continuously updated (see chapter 5). The plugin, or data pour, acts as an exchange 
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mechanism for data, comments, which are not part of the web page itself but which are 
requested from Facebook’s database when the page and Comments plugin are loaded. 

Considering the impact of JavaScript on archivability (Brunelle et al. 2015) and the 
Internet Archive’s own cautious remarks about dynamically generated webpages, I turn to the 
Wayback Machine to see how the Huffington Post article has been archived. As web 
archiving theorist Niels Brügger has argued in detail, the archived website is not an exact copy 
of the one on the live web but a unique version as the result of the archival process (Brügger 
2008, 156). Archived websites, Megan Sapnar Ankerson adds, often suffer from “temporal 
and technical inconsistencies” (2012, 387). I noticed such irregularities when I received at least 
two different renderings of the archived Huffington Post article within a time span of five 
minutes: In figure 35 the social plugins as well as the Facebook comments are missing and in 
figure 36 the social plugins have been rendered but not the Facebook comments.  

 

	   	  
Figure 35 (left): The archived snapshot of the Huffington Post article on ISIS from March 23, 2015. URL of the 
Huffington Post article in the Wayback Machine. Retrieved from: 
https://web.archive.org/web/20150413155142/http://www.huffingtonpost.com/azeem-ibrahim/by-destroying-
churches-an_b_6927242.html [Accessed 12 April 2015]. In the screenshot, view A (left), the missing social plugins 
and missing Facebook Comments in the archived snapshot have been highlighted. 

Figure 36 (right): The archived snapshot of the Huffington Post article on ISIS from March 23, 2015. URL of the 
Huffington Post article in the Wayback Machine. Retrieved from: 
https://web.archive.org/web/20150413155142/http://www.huffingtonpost.com/azeem-ibrahim/by-destroying-
churches-an_b_6927242.html [Accessed 12 April 2015]. In the screenshot, view B (right), the social plugins and 
missing Facebook Comments in the archived snapshot have been highlighted. 
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This volatile rendering of the same archived website poses a challenge for the web historian 
who wishes to examine these features or their content. How do we know a comment space 
existed on this website if it is not rendered in the archived version or if it has been detached 
from the archived website in the archival process? 

To answer these questions, I move from the user interface to the archived source code as 
suggested by Niels Brügger: “All in all, with regard to deficient link structures and missing 
elements or functions, the overall method is: click on anything, use the source code, and 
examine every corner of the archived website, even if it appears useless at first glance” (2008, 
166). While embedded content and functionality may not be archived or rendered, the code 
that embeds or refers to these objects, the data pour, is imprinted in the source code. The 
archived source code provides the entry point for the discovery and subsequent reconstruction 
of missing content. As explained previously, Facebook provides webmasters with a code 
snippet to integrate the Comments plugin into their websites:  

 
<div class="fb-comments" data-href="http://developers.facebook.com/docs/plugins/comments/" 
data-numposts="5" data-colorscheme="light"></div>.192  
 

This makes it fairly easy to locate the plugin in the source code by searching for code snippets 
such as [fb-comments] or [comments] (see figure 37). Now that I have located the presence of 
the Facebook Comments Plugin in the archived source code, I move on to the question of 
how we can retrieve the missing comments from Facebook’s database.  

 

Figure 37: The source code of the archived Huffington Post article in the Wayback Machine. Retrieved from: 
https://web.archive.org/web/20150413155142/http://www.huffingtonpost.com/azeem-ibrahim/by-destroying-
churches-an_b_6927242.html [Accessed 12 April 2015]. In the screenshot the code snippets that point to the 
presence of the embedded Facebook Comments plugin have been highlighted. 

 
To recover the comments, I turn to Facebook’s Graph API as “the primary way to get data in 
and out of Facebook's platform.”193 First, I need to locate the Huffington Post article in 
Facebook’s database. Every item, such as an external news page with Facebook Comments, 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
192 See: https://developers.facebook.com/docs/plugins/comments [Accessed 27 April 2015]. 
193 See: https://developers.facebook.com/docs/graph-api/overview/ [Accessed 27 April 2015]. 
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receives a unique ID to identify the object within the Facebook platform. Using the Graph 
API Explorer194 we can request the ID for a specific URL, in this case the Huffington Post 
article (see figure 38).195  

 

	  
 
Figure 38: The Facebook Graph API Explorer displaying the Facebook ID for a URL. Retrieved from: 
https://developers.facebook.com/tools/explorer/ [Accessed 27 April 2015]. In the screenshot the input [an encoded 
URL] and output [available data about this URL within Facebook’s platform] of the Graph API Explorer have 
been highlighted. 

 
Now that we have the object ID, “876708585726106,”196 we can request the comments related 
to this object (see figure 39).197 The Graph API explorer displays all comments, including the 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
194 See: https://developers.facebook.com/tools/explorer/ [Accessed 27 April 2015]. 
195 See: https://developers.facebook.com/docs/graph-api/reference/v2.3/url [Accessed 27 April 2015]. 
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time the comment was created, the name of the commenter (anonymized in figure 39) and the 
number of likes a comment has received. The data is provided in JSON, a data format that 
can be read by humans and processed by machines for further analysis. A web archivist could 
write a script calling the Facebook Graph API to request all comments for a set of archived 
websites under analysis.198  

 

	  
 
Figure 39: The Facebook Graph API Explorer displaying the comments for the Facebook ID. Retrieved from: 
https://developers.facebook.com/tools/explorer/ [Accessed 27 April 2015]. In the screenshot the input [request 
comments for ID] and output [available comment data] of the Graph API Explorer have been highlighted. 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
196 Basic information about the object ID can be retrieved from: https://graph.facebook.com/876708585726106 
[Accessed 27 April 2015]. 
197 See: https://developers.facebook.com/docs/graph-api/reference/v2.3/comment [Accessed 27 April 2015]. 
198 Comments can also be read through the Facebook Graph API by following the instructions provided in this 
chapter. 
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This second case study has demonstrated that APIs cannot only be used as tools for data 
collection for the live web (Lomborg and Bechmann 2014), but also for the archived web. It 
could be argued that social media platforms have intrinsic archives since, Robert Gehl 
contends, they have been built to capture, store, process and organize massive amounts of user 
data in structured databases (Gehl 2011, 1232). However, Gehl explains, “just data sets are 
not in themselves archives. To be an archive, the material collected must be done in an 
organized manner that allows for the post hoc construction of power” that is “[t]he material 
collected must be done in anticipation of its future reconstruction.” Here, I see Facebook as an 
archive199 for two reasons: First, Facebook employs its Open Graph infrastructure (see chapter 
2 and 5) to collect, process and organize data in a very structured manner (Bucher 2012a, 5). 
Second, I argue that by exposing data to third parties through the Graph API, Facebook 
invites developers to build new applications on top of Facebook’s data, which I see as a form 
of anticipatory reconstruction. 

In addition, APIs can be also be considered as “data makers” (Vis 2013) that can enrich 
the archived snapshot of a website through the reconstruction of social media platform data. 
They can further enrich archived websites by giving access to additional data, such as 
comments that have been posted after the website has been archived, or the number of likes 
and shares a website currently has. As such, APIs and their associated social plugins, operate 
as a lively infrastructure (Beer 2013; Marres and Weltevrede 2013), as a software interface 
between web archives and the real-time social web.  

The use of social media APIs for web archeological purposes does come with a number of 
considerations because APIs function as protocological objects (Bucher 2013) and regulatory 
instruments (Puschmann and Burgess 2013) that carefully regulate access to data. Access can 
be shut down or limited at any moment, creating a volatile arrangement between web 
archeologists, those trying to dig up content, and social media platforms.  
 

Web histories: Reconstructing past states of the web using code snippets 

This chapter has aimed to contribute to the growing field of web historiography by putting 
the Internet Archive’s Wayback Machine to new uses. One of the questions within this field is 
what kinds of web histories can be told using web archives. Dominant approaches focus on the 
history of a single site or a network of sites through historical hyperlink analysis because of the 
Internet Archive Wayback Machine’s focus on the unit of the website at the expense of the 
website’s larger context (Brügger 2013; Rogers 2013; Ben-David and Huurdeman 2014). The 
Internet Archive Wayback Machine does not only detach an archived website from its context 
but also from its dynamic content. Within the web as platform, the website is increasingly 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
199 See also Beer (2013), Kaun and Stiernstedt (2014) and Hogan (2015) on the notion of Facebook as an archive. 
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assembled from dynamic third-party sources, posing a challenge to current archival 
techniques. Often, the content of these dynamic objects is missing in the website’s archived 
snapshot, or has been frozen in the archival process. In this chapter I have shown how the 
code snippets of third-party objects in the archived source code can be used to address these 
two problems that web historians are facing: missing content and missing context. The 
archived source code contains information about a website’s relationships with third parties. In 
particular, the archived code snippets of third-party objects provide an entry point for 
reconstructing the website’s historical ecosystem and its missing platform content.  
 Thus, I have proposed to reconceptualize the study of websites as website ecology. By 
developing a method which enables web historians to scan websites for third-party dynamic 
objects over time, I have proposed to add the study of historical website ecosystems to the field 
of web historiography. This case study has presented a methodological approach to examine 
the platformization of the web over time using web archives. In addition, I have explored the 
reconstructive affordances of APIs as valuable sources for web historians to reconstruct 
missing social media content in archived websites. I have developed a method to locate and 
retrieve missing social media platform content using archived source code and APIs.  
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7. Conclusion: Studying the platformization of the web and 
beyond 

 
In this dissertation I have analyzed how social media platforms have transformed the web’s 
infrastructure. I have argued that the rise of social media has introduced the platform as the 
dominant infrastructural and economic model of the social web. The mid 2000s saw the 
launch of social media sites such as Flickr, YouTube, Facebook and Twitter, which, in the 
years to follow, would all turn into platforms. I have located this moment of social network 
sites becoming social media platforms in their offering of an API. An Application 
Programming Interface (API) provides access to a site’s data and functionality and turns the 
site into a programmable platform. As computational platforms these social network sites have 
made themselves accessible to third parties such as webmasters and app developers. In doing 
so, social media platforms have enabled third-party developers to build new applications on 
top of their platforms and to integrate platform features into their own websites and apps. I 
have put forward that this programmability is a key characteristic of social media platforms 
allowing for their dissemination. I have further demonstrated how they employ platform-
specific objects such as social plugins to further extend themselves into the web by 
decentralizing their platform data and functionality whilst simultaneously recentralizing data 
produced on external websites back to the platforms’ databases.  

This integration of platform features into other parts of the web has created new types of 
relationships between platforms and websites in which data flows between users, websites, 
platforms and other parties such as ad servers. As an example of this redistribution, I have 
foregrounded social buttons, which communicate with a platform’s database through API 
calls, as one of the prime devices to establish such data channels between social media 
platforms and third parties. I have argued that whilst platforms are establishing these relations 
they are simultaneously deploying their platform infrastructure to format external web data 
entering the platform to fit its underlying logic. This extension of social media platforms into 
the web and their use of the platform infrastructure to make external web data platform ready 
is what I have referred to as the double logic of the platformization. In this process, platforms 
are employing their APIs, which enact the platform’s programmability, to connect their 
infrastructural model of decentralizing platform features to their economic model of 
recentralizing platform ready data.  

One of the key arguments of this dissertation is that this particular use of platform model 
has enabled the platformization of the web—turning other web spaces into instantiations of 
social media—which has consequences for how the web is organized. In five case studies I 
have traced the rise of the platform model and have examined the effects of the 
platformization of the web on the web’s infrastructure. I have sought to address the impact of 
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social media on the web not by focusing on its use and its users, but rather, by zooming in on 
an understudied aspect of social media, the role of software platforms which power the social 
web. By turning to software studies and platform studies, I have foregrounded the function of 
the platform infrastructure in creating new types of relations between various actors on the 
web.  

This dissertation is concerned with the way in which social media platforms have 
extended into the web, or as O’Reilly phrased it: “The Web 2.0 lesson: leverage customer-self 
service and algorithmic data management to reach out to the entire web, to the edges and not 
just the center, to the long tail and not just the head” (2005). In order to understand what 
social media has done to the web, I have focused on studying changes in the underlying 
infrastructure of the web over time in relation to the rise of social media platforms. This 
historical perspective on social media through the lens of platformization reflects on past states 
of the web not to be nostalgic about “the web we lost” (Dash 2012)—although we might have 
sufficient reasons to be—but rather to provide a detailed understanding of how the web that 
we currently inhabit has come into being through particular choices made. By looking at how 
the web’s infrastructure was organized in the past and has been reconfigured by social media, 
we can begin to unfold and understand the complex social media ecology of the present. 
In each chapter I have provided a medium-specific (Rogers 2013) history of the rise of social 
media and platform-specific methods to analyze the platformization of the web. Each case 
study has set out to contribute to the growing field of software studies and the related field of 
platform studies and their calls for new methodological development (Bogost and Montfort 
2009; Langlois, McKelvey, et al. 2009; Beer 2009; Manovich 2013) by providing novel 
methods analyzing the role of the platform in the changing infrastructure of the web. 
Learning from existing software studies and platform politics approaches (Langlois, 
McKelvey, et al. 2009; Gillespie 2010; Bucher 2012b) I have developed new methods that I 
frame as digital methods for platform studies. Let me recapitulate the specific contributions 
made throughout the case studies.  

In chapter 2 on ‘The platformization of the web’ I have historicized the notion of 
platformization by providing an overview of developments through which social network sites 
have become social media platforms. In particular, this chapter has focused on the coming into 
being of the material-technical infrastructures of social media platforms by providing a 
historical perspective on the technological development of software platforms on the web. I 
have done so by tracing the advent of social media APIs as part of the material infrastructure 
of social media platforms. Doing so, I have taken a medium-specific approach to platforms to 
trace the emergence of this specific architecture on the web and its consequences. With a 
focus on the role of the platform’s defining characteristic, its programmability through the 
API and related set of social buttons, I have shown the work that social media platforms do in 
a computational sense (cf. Bogost and Montfort 2009; cf. Gillespie 2010). I have examined 
how websites have historically enacted their programmability before the widespread 
availability of APIs and how they have previously enabled data exchanges to extend beyond 



148  

their boundaries. Employing the approach based on disaggregation (Langlois, McKelvey, et 
al. 2009) I have traced and analyzed distinct components of data exchange mechanisms in the 
social web. As a result, I have located three pre-conditions for the platformization of the web: 
the separation of content and presentation as illustrated with XML, the modularization of 
content and features through widgets, and the interfacing with databases through APIs. 
Together these three components reveal how the architectures of social media platforms are 
geared towards expanding into other online spaces and transforming external web data. To 
understand this process I have drawn on Alan Liu’s idea of the “data pour” (2004), that is 
embedded code on a page that pulls in and displays dynamic content from third-party 
databases. The notion has allowed me to examine how social media platforms are setting up 
two-way data channels between their platform and external websites through widgets that 
directly interface with the platform’s database. It is here that the politics of platforms, that is 
the work that platforms do not only rhetorically but also computationally (cf. Gillespie 2010), 
becomes visible. The data pours do not merely function as channels (cf. Gillespie 2010; cf. 
Van Dijck 2013c) through which data flows to and from the platform’s database, but data 
flowing back into the platform is re-formatted according to the logic of the platform. I have 
demonstrated the changing politics of data flows in the social web where early platform 
widgets were devised to decentralize a platform’s data and functionality, whilst later platform 
plugins have been developed to also recentralize data back to the platform and to employ the 
platform infrastructure to make this external web data platform ready. 

Moving from the techno-material development of the platform model towards the 
integration of platform features into other parts of the web, in chapter 3 on ‘The coming of 
the platforms’ I have examined the role of social media in the Dutch blogosphere. I have 
turned to the blogosphere because bloggers have played an important role in weaving social 
media platforms into the rest of the web by embedding platform content into their blog posts 
and by using sidebar widgets. In this chapter I have contributed to personal accounts of the 
history and evolution of the Dutch blogosphere (Meeuwsen 2010) and historical blogosphere 
analysis (Ammann 2009; Stevenson 2010b) by mapping the rise and decline of the Dutch 
blogosphere. In addition I have empirically examined the symbiotic relationship between 
social media platforms and blogs in order to understand infrastructural changes in the Dutch 
blogosphere. 

Bloggers make use of a number of blog-related services such as social media platforms to 
embed external functionality and content through widgets. In doing so, bloggers have 
pioneered a new linking practice in connecting websites not by conventional hyperlinks but 
rather through platform features such as widgets. These linking practices have transformed the 
link structure of the blogosphere and have called into question the traditional definition of the 
blogosphere as an interlinked network of blogs, rather they have embedded the blogosphere 
into the social media platform ecology. In order to analyze infrastructural changes in a 
blogosphere over time we first need to construct a representation of its hyperlink network. In 
this chapter I have contributed to the historical hyperlink analysis of blogs (Ammann 2009; 
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Stevenson 2010b) with a method that creates yearly snapshots of a blogosphere by employing 
the outlinks of archived blogs from the Internet Archive Wayback Machine. In addition, I 
have put forward a method to examine the relationship between blogs and social media 
platforms by distinguishing between different link types.  

In chapter 4 on ‘The algorithmization of the hyperlink’ I focused on the 
“industrialization” (Turow 2008) of the hyperlink by social media platforms. I have drawn 
from the previous findings to further analyze how social media platforms have altered the link 
structure of the web by examining the changing role of the hyperlink itself. I have argued that 
we can analyze the impact of social media on the web’s infrastructure by analyzing how social 
media platforms have transformed the main structural element of the web, the natively digital 
object of the hyperlink, into the platform-specific object of the shortened URL. Starting from 
the observation that social media platform Twitter automatically creates shortened URLs from 
links shared to its platform, I have turned to analyze the role of the platform infrastructure in 
this process. By unpacking how the software platform handles hyperlinks we can learn more 
about the role of hyperlinks within the medium and how this relates to the platform’s politics 
(Gillespie 2010). Following this line of inquiry, I have traced the commodification of the 
hyperlink first by search engines that turned the link into the currency of the web and later by 
social media platforms that turned the link into an analytical device. In the social web, 
Langlois et al. have previously argued (2009), the production of links is no longer a manual 
task reserved for webmasters and bloggers, but instead performed by blog software and social 
media platforms. These platforms, I have argued, have created automated forms of linking 
producing links that reflect the underlying logic of the platform. These software-generated 
links in the social web are formatted to fit the purpose of the platform and to feed the 
underlying algorithms and analytics suites. I have foregrounded how social buttons act as 
important devices automatically creating data-rich shortened URLs for platforms to collect 
valuable data through link statistics by tracking users’ interaction with links across the web. To 
demonstrate how social media platforms use their platform infrastructure to automatically 
create such data-rich links I have developed a novel method that traces the redirect path of a 
shortened URL. By following a shortened URL we can see how each platform reconfigures 
the hyperlink in order to make it platform ready and analyze the political economy of linking 
in the social web (cf. Walker 2002) by mapping the configuration of actors involved in the 
creation, proliferation and distribution of links. These actors, I have argued, are involved in 
building a data-rich infrastructure of platform-specific shortened URLs on top of the 
traditional long URLs.  

In chapter 5 on ‘The Like economy’ I have further analyzed how webmasters, users and 
social media platforms are creating such data-intensive infrastructures through social buttons 
by focusing on the Facebook Like Button. I have done so by providing a historical perspective 
on the rise of social buttons as metrics of user engagement in relation to different web 
economies: the hit, link and Like economy. Within the informational web, or Web 1.0, the 
web-native objects of the hit and the link have been central to organizing economic value 
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production online. Search engines turned the key web-native object of the hyperlink into the 
currency of the web (Rogers 2002; Walker 2002) by employing the links created between 
websites by webmasters to measure the relative importance of a website. Within the social 
web, or Web 2.0, social buttons have emerged as a new and distributed way to validate web 
content through web activities such as liking, sharing and tweeting. Social buttons have 
become important devices to turn this user engagement into numbers on button counters 
which function as comparable metrics within the emerging Like economy of the social web. In 
doing so social media platforms are turning user affect and engagement into data and objects 
of exchange. I have demonstrated how the Like economy of the social web extends the hit and 
link economies of the informational web by being able to connect the validation of content—
in the form of web activities such as liking—to a user’s social media platform profile. One of 
the key findings of this chapter is that social media platforms have shifted the currency of the 
web from web-native, that is hits and links, to platform-native, that is likes, shares and 
retweets. The creation of platform-specific currencies should be seen in relation to changing 
linking practices within the social web. Previously, in the informational web, hyperlinks were 
mainly manually created by webmasters and openly accessible to search engines that employed 
them to determine a site’s value. Whereas these links served as the currency of the open web, 
likes can be seen as the currency of an increasingly proprietary social web. That is, social media 
platforms are creating currencies that are tied to the mechanics and logics of their own 
platform infrastructure.  

In this chapter I have also demonstrated how Facebook’s Like economy is enabled by the 
interconnected dynamics of the decentralization of data production—by offering social 
buttons to like content across the web—and the recentralization of data collection through 
these buttons. In doing so, Facebook is creating an alternative fabric of the web, which is not 
based on hyperlinks between websites but on data connections between websites and 
Facebook’s platform databases. These new types of connections are enabled through social 
buttons and their associated tracking cookies that create data flows in the back-end of 
Facebook’s platform. Whereas in the previous chapter I developed a method to map the 
shortened URL networks created by social buttons, in this chapter I have developed a novel 
method to map the spread of social buttons across websites to map the data-intensive 
infrastructures created by social media platforms. I have done so by repurposing the browser 
plugin Ghostery, which detects trackers—such as Facebook’s Like button—on websites to 
detect these objects across a collection of websites. Thus, this method allows for mapping the 
decentralization of social buttons into the web and the recentralization of platform ready data. 
It allows for exploring the alternative fabric of web—which is co-created by social media 
platforms offering social plugins and by webmasters integrating those plugins—by mapping 
the tracking ecology related to a set of websites. That is, the method enables the mapping of 
the larger techno-commercial environments that websites are embedded in by tracing the data 
connections between websites and other actors on the web. 
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In the final chapter on ‘Website ecologies’ I have expanded this method to map the changing 
composition of the web over time from the perspective of the website. In this case study I have 
demonstrated how we can use the code snippets of third-party objects in websites, including 
social media platform buttons, to map the ecosystem of a website. The website and its 
archived source code have been positioned as the objects of study (cf. Schneider and Foot 
2004; cf. Brügger 2009) through which we can analyze the web’s infrastructural composition 
and the platformization of the web at large. Reconceptualizing the study of archived website’s 
as historical website ecology has been positioned as a theoretical and methodological 
contribution to web historiography (Brügger 2009; Ankerson 2009). 

In the early days of the web, websites were fairly self-contained units where content was 
stored on the same server (Song 2010). Whilst such sites still exist, in the social web, however, 
websites are increasingly shaped by third-party content and functionality (J. R. Mayer and 
Mitchell 2012). I have argued that the platformization of the web has made the boundaries of 
the website porous by creating data channels or data pours between websites and platforms. 
We can thus see the website as an ecosystem in which particular relations with other actors on 
the web become inscribed. This chapter has further demonstrated how the web does not only 
become interconnected through hyperlinks (Elmer and Langlois 2013) but also through users’ 
web activities, software, platform features, and data flows. Here, I have traced what Elmer and 
Langlois refer to as new forms of “networked connectivity” that move beyond the hyperlink 
and have turned to their notion of cross-platform analysis to map the interrelations between 
websites and platforms through these networked connectivity objects (2013). In order to map 
the wider networked ecology that websites are embedded in, I have proposed a method that 
relies on the source code of websites to look for the code snippets of third-party objects. In a 
second step I have further adjusted this method so that we can analyze historical website 
ecologies over time by making use of archived websites from the Internet Archive’s Wayback 
Machine.  

Whilst the archived source code of websites enables us to reconstruct previous states of 
the web and trace the platformization of the web, I have also demonstrated that the code 
snippets of third-party objects such as social plugins can be employed to reconstruct missing 
social media content from archived websites. Current archival techniques, such as those 
employed by the Internet Archive, are not attuned to websites assembled from dynamic third-
party content. That is, the data flowing through the data pours of social plugins are often 
frozen in the process of archiving, or not archived at all. However, the code snippets of these 
data pours provide a valuable resource to reconstruct this missing data. I have provided a 
method to use these code snippets in archived websites to request the content from Facebook’s 
database by tracing the API calls in the social button’s code. I have argued that APIs, and 
their associated set of social buttons, operate as a lively infrastructure by providing a software 
interface between web archives and the real-time social web.  

Each of the chapters in this dissertation has addressed the main question of what social 
media has done to the web in different ways. One of the key findings is that social media 
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platforms use their platform features to decentralize data production and recentralize it for 
further processing. In doing so, platforms are making data passing through their infrastructure 
platform ready. This data feeds into the algorithms that sort and rank content on the platform 
as well as into the analytical suits behind the platforms. These practices indicate that we are 
moving towards a web which is made social media ready. This raises important questions for 
further research, especially since social media platforms such as Twitter and Facebook are 
increasingly accessed through and interwoven with apps. First, let me summarize the main 
contributions of this dissertation for the emerging fields of software studies, platform studies 
and digital methods. 
 

Key contributions 

In this dissertation I have developed a platform critique that revolves around the notion of 
platformization and its consequences. Platformization can be understood as the effects of the 
rise of the platform as the dominant infrastructural and economic model of the social web. I 
have located this moment in the transformation of social network sites into social media 
platforms. The notion of platformization offers a lens to examine how the infrastructural 
model of social media platforms is geared towards their extensions into the web, whilst their 
economic model is based on employing the platform infrastructure to format external web data 
according to the logic of the platform. I have introduced these two-related processes—the 
decentralization of platform features and the recentralization of platform ready data—as the 
double logic of platformization. Tracing this double logic has revealed how social media 
platforms have introduced platform-native objects such as APIs, social buttons and platform-
specific shortened URLs to connect the infrastructural model of the platform to its economic 
model. I have argued that these platform-native objects serve as prime devices for social media 
platforms to expand into the web and to create data channels to collect and format external 
web data. That is, social media platforms are building data-intensive infrastructures to reweave 
the web for social media. I have put forward that one should focus on the platform-specific 
features of social media platforms to examine the role of the platform infrastructure in 
optimizing the web for social media. In this way, analyzing platformization can be seen as a 
way to critically examine social media optimization. 

In tracing the platformization of the web I have not only answered Bogost and 
Montfort’s call for taking platforms as computational infrastructures seriously (2009) but have 
also addressed Lev Manovich’ call for advancing software studies methods (2013) with 
platform-specific methods for analyzing software platforms. In doing so I have added platform 
infrastructure studies to platform studies and have made a contribution via digital methods 
(Rogers 2013) to study the spread of social media platforms on the web and its effects.  

While Marc Andreessen has shown how to critique individual platforms according to 
their level of programmability (see chapter 2), the point of this dissertation has been to study 
and develop a critique of the programmability of social media platforms through their 
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extension into the web. Platform infrastructure studies then is an approach to study a 
platform’s ecosystem. 
 

Further research: Social media and app studies 

This dissertation has focused on the impact of social media platforms on the web’s 
infrastructure. Since the start of this dissertation in 2009, social media platforms and the way 
we engage with internet-based services have changed considerably. One of the most 
significant changes is the shift from accessing social media platforms through a web-based 
interface to accessing them through mobile phone applications, commonly referred to as apps. 
In addition, social media platforms may be accessed through third-party clients or other 
intermediaries such as scheduling tools for cross-posting social media content (see chapter 3). 
With the rise of smartphones, many social media platforms have developed mobile websites as 
well as dedicated apps.200 In the Spring of 2015 over 84% of Facebook’s daily active users did 
not access Facebook through a web browser on a computer but through an app on a mobile 
phone or tablet (Facebook Investor Relations 2015). Currently, mobile-only users make up 
over 40% of all Facebook users (Protalinski 2015). 

Social media platforms Facebook and Twitter have further extended their platform 
infrastructures with new mobile frameworks by creating their own mobile apps and by 
integrating themselves into the app ecology through other apps. For example, both platforms 
offer app developers login systems so users can log into their apps with their existing Twitter 
or Facebook credentials.201 This can be seen as a move by these platforms to establish 
themselves as identity providers on the web and within the app space. Both platforms also 
enable app developers to integrate platform-specific content and functionality such as tweets202 
or a mobile Like button203 into their apps. Returning to the findings from chapter 5 that 
Facebook has been building a data-intensive infrastructure on the web through the 
decentralization of platform features and recentralization of platform data, the introduction of 
the mobile Like can be seen as a further extension of Facebook into the app ecology. This 
raises the question whether Facebook is employing similar mechanisms of tracking users 
within apps as across the web through its Like button (see chapter 5). 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
200 A great number of new social media apps have specifically been designed for the mobile phone and only exist as 
apps. The popular photo-sharing app Instagram for example—which is said to have more active users than Twitter 
(Lorenzetti 2014)—only introduced a web interface for user profiles and images at user requests after having been a 
mobile-only app for two years (Instagram 2012). Another social media platform that is very popular with teenagers 
(Lenhart 2015) that—so far—has only existed as an app is photo messaging app Snapchat. It makes use of the 
mobile phone camera as well as the user’s phone contacts to find and connect to friends to send them so-called 
‘snaps’. 
201 See: https://dev.twitter.com/twitter-kit/ios/twitter-login and https://developers.facebook.com/products/login 
[Accessed 2 May 2015]. 
202 See: https://dev.twitter.com/twitter-kit/ios/show-tweets [Accessed 2 May 2015]. 
203 See: https://developers.facebook.com/blog/post/2014/10/02/mobilelike/ [Accessed 2 May 2015]. 
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Further research should focus on the role of social media platforms in the era of apps in 
order to analyze what kind of data they are collecting within apps and how they may be 
reconfiguring the app space. The app ecosystem can be seen an additional space for social 
media platforms to extend themselves into which raises the question whether this form of 
platformization operates on the same logic as the platformization of web as analyzed in this 
dissertation. Taking as a point of departure the methodological insights of this thesis, I 
suggest that medium-specific inquiries into platforms should be expanded to include apps. 

The first line of inquiry seeks to investigate which other strategies Facebook and Twitter 
employ to use their platform infrastructure to reformat web content to integrate it as valuable 
data into their databases. A case in point are Twitter Cards, which allow webmasters to attach 
photos, videos and other media to tweets.204 They function to “enrich” tweets that contain 
links with content such as photos, videos, app installs, or a preview of an article.205 For 
example, a Twitter Card with a link to a YouTube video shows a video preview in the tweet. 
In order to use Twitter Cards webmasters have to make their websites platform ready by 
adding a few lines of code to their pages.206 Similar to webmasters who are implementing 
Open Graph tags (see chapter 2) to connect their pages to the Facebook Platform, Twitter 
also makes use of so-called social meta tags as well as the Open Graph protocol to markup 
external web content for integration with the Twitter Platform.207 This is comparable to the 
practice of search engine optimization where webmasters are optimizing their pages for search 
engines. What does the practice of social media optimization tell us about the organization of 
content in the social web? How are apps made platform ready (cf. chapter 2)? 

Besides offering webmasters and app developers options to integrate their sites and apps 
with their platforms, Facebook and Twitter have also developed specific mobile development 
platforms, so-called software development kits (SDKs), which offer tools for the production, 
distribution, monitoring and monetization of apps. In April 2013, Facebook acquired Parse 
and integrated it into Facebook Platform which, according to Wired Magazine “gives 
Facebook a means of tying its social network into all those applications [built with Parse], but 
it also provides the company with a window into what tens of thousands of people are doing 
with their mobile phones” (Metz 2013). Similarly, the aptly named Twitter Fabric consists of 
three software development kits that enable developers to build their apps using the Twitter 
platform. In doing so, Twitter is not only providing a mobile software development platform 
but also weaving itself into third-party apps, turning Twitter into a mobile infrastructure. This 
opens up questions about the circulation of data in mobile apps which increasingly become 
connected to big social media platforms such as Twitter and Facebook. To answer these 
questions it is important to devise new app-specific methods to make the invisible 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
204 See: https://dev.twitter.com/cards/overview [Accessed 27 April 2015]. 
205 Twitter Cards come with Twitter Cards Analytics that contain information about key metrics such as URL 
clicks, app install attempts and Retweets, see: https://dev.twitter.com/cards/analytics [Accessed 27 April 2015]. 
206 See: https://dev.twitter.com/cards/overview [Accessed 27 April 2015]. 
207 See: https://dev.twitter.com/cards/getting-started#opengraph [Accessed 27 April 2015]. 
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infrastructures of Twitter and Facebook supporting mobile apps visible. Building on the 
methods presented in this dissertation to detect and map connections between websites and 
social media platforms, I wish to develop methods and techniques for analyzing and mapping 
data flows in apps. What kind of data channels are being opened up between mobile apps and 
social media platforms? What kind of mobile infrastructures are Facebook and Twitter 
building?  

This draws attention to important architectural aspects of apps which are often described 
as app silos (cf. chapter 2) since they do not seamlessly link to other apps (Mott 2013). For 
example, when opening an Instagram link in the Twitter app this link opens in the internal 
Twitter app browser and not in the installed Instagram app. Twitter and Facebook are both 
advancing ways to create links between apps so this link does open in the Instagram app. 
Twitter is pursuing this through the previously mentioned Twitter Cards while Facebook has 
announced a new link type called App Links to enable “cross-platform, open source, and 
simple mobile deep-linking” at the 2014 f8 Developers Conference (“App Links” 2015; 
Lardinois 2015). App Links allow for linking between apps and for linking to specific content 
within apps. These App Links are also part of Parse and Parse Analytics so mobile developers 
can track how many users have opened their app from another app (Abernathy 2014). In 
chapter 3, 4 and 5 I discussed how social media platforms have introduced new link types and 
practices and have industrialized the hyperlink by turning it into an analytical tool. The 
introduction of App Links raises questions about the political economy of app interlinking (cf. 
chapter 4) within the app economy. Whereas hyperlinks for linking to webpages on the web 
are standardized, deep links for linking to app content in the app ecosystem are not 
standardized. I addition to Facebook’s App Links protocol for deep linking, Twitter208 and 
Google209 have developed their own deep linking mechanisms. If links are the currency of the 
web (see chapter 3 and 4) and likes can be seen as a platform-native currency of the social web 
(see chapter 5), can we then consider deep links as the emerging currency of the app ecosystem 
(Franklin 2014)? 

These developments show how social media platforms are integrating themselves into 
apps (and vice versa), pointing towards a platformization of the app space. Most prominently, 
apps are supposedly killing the web as well as the mobile web with far more time being 
increasingly spent using apps than on the mobile web. More specifically as a case in point, 
with the launch of the Facebook Messenger Platform for building apps that integrate with 
Facebook’s Messenger app, we can observe the reconceptualization of the app as a platform.  

These developments show the urgency of continually developing new methods to study 
the platformization of the web as well as the platformization of the app ecosystem, together 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
208 See: https://dev.twitter.com/cards/mobile/deep-linking [Accessed 1 May 2015] 
209 See: https://developers.google.com/app-indexing/webmasters/app [Accessed 1 May 2015]. Google has recently 
started to use deep links to include app content into its search results (Makino, Jung, and Phan 2015; “App 
Indexing for Google Search” 2015). 
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with the consequences. Whilst the rise of apps may introduce a different dynamic of 
platformization, there are likely shared concerns. In all, the concept of platformization and the 
methods developed for what I have called platform infrastructure studies provide ways to 
examine not only a platform’s ecosystem on the web and changes to the web’s infrastructure. 
They also provide means to examine the app space, including the platformization of apps as 
well as an app’s ecosystem. 
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English summary 

 
The web as platform: Data flows in the social web 

In October 2004, at the first Web 2.0 conference, Tim O’Reilly rhetorically repositioned the 
web after the dotcom crash as “the web as platform.” With this claim he suggested to 
understand the web not only as a medium for publishing information but also as a 
computational development platform for building applications. Not only the web as a whole, 
but also websites themselves are developed as platforms by offering Application Programming 
Interfaces, APIs. It is through APIs that websites and most notably social network sites can 
provide structured access to their data and functionality and be turned into platforms. In this 
dissertation I trace the transition of social network sites into social media platforms to examine 
how social media has altered the web.  

The key aim is to develop the concept of “platformization” in order to understand this 
process from an infrastructural perspective. The platformization of the web refers to the rise of 
the platform as the dominant infrastructural and economic model of the social web and the 
consequences of the expansion of social media platforms into other spaces online. 
Platformization, I argue, rests on the dual logic of social media platforms’ expansion into the 
rest of the web and, simultaneously, their drive to make external web data platform ready. As 
an infrastructural model, social media platforms provide a technological framework for others 
to build on which, I argue, is geared towards connecting to and thriving on other websites and 
their data. Making external web data amenable for their own databases is, so I suggest, central 
to the economic model of social media platforms. These two processes of decentralizing 
platform features and recentralizing platform ready data characterize what I call the double 
logic of platformization. This double logic is operationalized through platform-native objects 
such as APIs, social buttons and shortened URLs, which connect the infrastructural model of 
the platform to its economic model. I argue that these platform-native objects serve as prime 
devices for social media platforms to expand into the web and to create data channels for 
collecting and formatting external web data to fit the underlying logic of the platform. That is, 
I show how social media platforms are building data-intensive infrastructures to reweave the 
web for social media. 

This argument is organized around five case studies in which I chronologically trace the 
platformization of the web and its consequences in terms of 1) the transformation of social 
network sites into social media platforms 2) the restructuring of the blogosphere and the 
introduction of new linking practices, 3) the changing nature of the hyperlink from a 
navigational tool into an analytical tool for data capture, 4) the transformation of the currency 
of the web from link to like and 5) the boundaries of a website and the end of it as a bounded 
object. Adopting an approach that combines software studies, platform studies and digital 
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methods, I analyze the underlying platform infrastructure and platform-native objects of the 
social web to ask what social media has done to the web. As part of this undertaking, I put 
forward new methods that I frame as digital methods for platform studies which utilize 
medium-specific features to explore dynamics of platformization. 

In the first chapter on ‘The platformization of the web’ I provide a detailed material-
technical perspective on the development and emergence of what we understand as social 
media platforms today. I trace how social network sites have become social media platforms by 
outlining three pre-conditions for platformization: the separation of content and presentation 
with XML, the modularization of content and features with widgets and interfacing with 
databases through APIs. Taken together, these aspects turn websites into programmable 
platforms allowing them to extend beyond their boundaries and establish two-way data flows 
for data exchanges with third parties. I conceptualize these data channels as ‘data pours’ that 
not only transfer data from database to database but also format external web data according 
to the logic of the platform.  

In the second chapter on ‘The coming of the platforms’, I examine the changing structure 
of the blogosphere in relation to the rise of social media. This is achieved by reconstructing 
the historical Dutch blogosphere per year using a collection of archived blogs retrieved from 
the Internet Archive Wayback Machine between 1999 and 2009. Within this archived 
collection, I trace how social media platforms introduced new linking practices through 
widgets and show how these widgets transform the hyperlink structure of the blogosphere. To 
identify the role of social media in this historical Dutch blogosphere, I develop a method to 
further examine the types of links between blogs and social media platforms. It becomes 
apparent that with the rise of social media, bloggers are no longer predominantly linking to 
establish an interlinked network of blogs, a blogosphere, but increasingly connect to social 
media and, as a result, weave their blogs into the social media ecosystem.  

In the third chapter on ‘The algorithmization of the hyperlink’, I retain my focus on the 
changing role of links and examine their advancing commodification by social media 
platforms. Here I show how platforms use their infrastructure to render the web-native object 
of the hyperlink into a platform-specific shortened URL. In doing so, social media platforms 
change the function of the link from a navigational into an analytical device amenable for data 
capture. Social buttons play a central role in this, as they create new forms of automated, data-
rich shortened URLs that are formatted to fit the purpose of the platform; that is, to feed the 
underlying algorithms and analytics suites. In the web as platform, the link becomes a 
database call and a device to make external web data ‘platform ready.’ I develop a method to 
examine the actors involved in this reconfiguration of the hyperlink by following shortened 
URLs. 

The fourth chapter on ‘The Like economy’ shows how social media platforms employ 
social buttons as part of their technical infrastructure to turn social activities into valuable data, 
conceptualized as a so-called ‘Like economy’. I contextualize the rise of social buttons as 
metrics for user engagement and link them to different web economies: the hit, link and Like 
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economy. I explore how the platformization of the web shifts the currency of the web from 
web-native links to platform-native likes which are tied not to the web at large, but to the 
mechanics and logics of specific social media platforms. Facebook’s Like economy is enabled 
by the interconnected dynamics of the decentralization of data production—by offering social 
buttons to like content across the web—and the recentralization of data collection through 
these buttons. I devise a method to map the presence of social buttons on a collection of 
websites to show how they create new forms of connectivity between websites beyond 
hyperlinks, introducing an alternative fabric of the web. 

In the final chapter on ‘Website ecologies’, I explore the changing boundaries of the 
website in the web as platform. Websites are increasingly shaped by and assembled from 
content and functionality such as embedded content, social plugins and advertisements, 
thereby complicating the notion of the website as a bounded object. The third-party objects 
present on websites draw attention to the larger techno-commercial configurations of the web 
that these sites are embedded in. I therefore suggest to reconceptualize the study of websites as 
website ecology which analyzes how various relations between the different actors on the web 
have become inscribed in a website’s source code. In this chapter, I propose a method that uses 
the source code of an archived website to study a website’s ecosystem over time as a way to 
examine the spread of platformization. In addition, I employ the affordances of social media 
platform APIs to retrieve missing platform content in archived websites. 

 The five case studies demonstrate that the consequences of social media platforms’ tight 
integration with the web—platformization—typify a significant change in how the web’s 
infrastructure is put to use. To study the platformization of the web, I therefore argue, one 
should engage with data exchange mechanisms, new means to connect websites, the 
transformation and commodification of the hyperlink, the introduction of new web currencies 
for web content such likes, shares and retweets, and the redrawn boundaries of the website. 
That is, one should recognize the platform-specific objects that have been introduced by social 
media platforms that take on various social and technical functions, one of them being to 
reweave the fabric of the web.  

In this dissertation, I develop a platform critique that revolves around the notion of 
platformization that is positioned as a contribution to the emerging fields of software studies 
and platform studies, and draws on digital methods to study the effects of social media on the 
web’s infrastructure. In doing so, I answer current calls for taking platforms as computational 
infrastructures seriously, and respond to the need for new methodological development to 
advance the fields of software studies and platform studies. Ultimately, I propose a new branch 
of platform studies that I call platform infrastructure studies, which analyzes the ecosystem of 
software platforms with platform-specific digital methods. 

In the conclusion, moreover, I ask whether this sort of critique still applies with social 
media access shifting from the web to mobile apps. In presenting a future research agenda, I 
address a number of developments that show how social media platforms are integrating 
themselves into apps (and vice versa), pointing towards a platformization of the app space. 
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Most prominently, apps are supposedly killing the web as well as the mobile web with far 
more time being increasingly spent using apps than on the mobile web. More specifically as a 
case in point, with the launch of the Facebook Messenger Platform for building apps that 
integrate with Facebook’s Messenger app, we can observe the reconceptualization of the app 
as a platform.  

These developments show the urgency of continually developing new methods to study 
the platformization of the web as well as the platformization of the app ecosystem, together 
with the consequences. Whilst the rise of apps may introduce a different dynamic of 
platformization, there are likely shared concerns. In all, the concept of platformization and the 
methods developed for what I have called platform infrastructure studies provide ways to 
examine not only a platform’s ecosystem on the web but also changes to the web’s 
infrastructure. They also provide means to examine the app space, including the 
platformization of apps as well as an app’s ecosystem. 
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Nederlandse samenvatting 

 
Het web als platform: Datastromen in het sociale web 

In oktober 2004, tijdens de eerste Web 2.0 conferentie, herpositioneerde Tim O’Reilly het 
web na de dot-com crash retorisch als “het web als platform”. Hiermee stelde hij voor om het 
web niet alleen te begrijpen als een medium voor het publiceren van informatie, maar ook als 
een computerplatform om applicaties voor te ontwikkelen. Naast het web als geheel, kunnen 
ook websites zelf ontwikkeld worden als platformen door het aanbieden van Application 
Programming Interfaces, API’s. Door middel van API’s kunnen websites, en in het bijzonder 
sociale netwerksites, gestructureerde toegang tot hun data en functionaliteit aanbieden en 
daarmee platformen worden. In dit proefschrift traceer ik de transitie van sociale netwerksites 
naar sociale mediaplatformen om te bestuderen hoe sociale media het web hebben veranderd. 

Ik ontwikkel het begrip ‘platformisatie’ om dit proces vanuit een infrastructureel 
perspectief te begrijpen. De platformisatie van het web verwijst naar de opkomst van het 
platform als het dominante infrastructurele en economische model van het sociale web en naar 
de gevolgen van de verspreiding van sociale mediaplatformen online. Ik betoog dat 
platformisatie berust op de dubbele logica van de verspreiding van sociale mediaplatformen 
door de rest van het web en hun ambitie om externe webdata ‘platformklaar’ te maken. Als een 
infrastructureel model bieden platformen een technologische basis voor andere partijen om 
zich verder op te ontwikkelen. Dit model richt zich op het aansluiten en profiteren van andere 
websites en hun data. Ik stel dat het gereedmaken van externe webdata voor hun eigen 
databases centraal staat in het economische model van sociale mediaplatformen. Deze twee 
processen van het decentraliseren van platformfuncties en het recentraliseren van 
platformklare data karakteriseren wat ik de dubbele logica van platformisatie noem. Deze 
dubbele logica wordt geoperationaliseerd door middel van platform-specifieke objecten zoals 
API’s, social buttons en verkorte URLs, die het infrastructurele model van het platform met het 
economische model verbinden. Deze platform-specifieke objecten zijn de belangrijkste 
elementen voor sociale mediaplatformen om zich door het web te verspreiden en om 
datakanalen te creëren voor het verzamelen en formatteren van externe webdata en vervolgens 
deze data aan te passen aan de onderliggende logica van het platform. Hiermee laat ik zien 
hoe sociale mediaplatformen data-intensieve infrastructuren bouwen, die volledig gericht zijn 
op sociale media, om het web opnieuw in elkaar ‘weven’. Dit argument wordt uitgewerkt in 
vijf case studies waarin ik in chronologische volgorde de platformisatie van het web en de 
consequenties daarvan beschrijf voor 1) de transformatie van sociale netwerksites naar sociale 
mediaplatformen, 2) de herstructurering van de blogosfeer en de introductie van nieuwe 
linkpraktijken, 3) de veranderende aard van de hyperlink van een navigatie-instrument naar 
een analytisch instrument om data te verzamelen, 4) de transformatie van de valuta van het 
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web van links naar likes, en 5) de grenzen van de website en het einde van de website als een 
begrensd object. Door middel van een gecombineerde software studies-, platform studies- en 
digital methods benadering analyseer ik de onderliggende platforminfrastructuur en de 
platform-specifieke elementen van het sociale web om in kaart te brengen wat sociale media 
met het web gedaan hebben. Hiervoor heb ik nieuwe analysemethoden ontwikkeld die ik zie 
als digitale methoden voor platformstudies waarbij ik gebruik maak van de medium-specifieke 
eigenschappen van sociale media om de dynamiek van platformisatie te verkennen. 

In het eerste hoofdstuk over ‘De platformisatie van het web’ bied ik een gedetailleerd 
materiaal-technisch perspectief op de ontwikkeling en opkomst van wat wij tegenwoordig zien 
als sociale mediaplatformen. Ik traceer hoe sociale netwerksites sociale mediaplatformen zijn 
geworden door een overzicht te bieden van de drie voorwaarden voor platformisatie: de 
scheiding van inhoud en presentatie aan de hand van XML, de modularisering van inhoud en 
functies aan de hand van widgets en het communiceren met databases door middel van API’s. 
Deze elementen veranderen websites in programmeerbare platformen waardoor ze zichzelf 
door het web kunnen verspreiden en kanalen kunnen opzetten voor de uitwisseling van 
gegevens met derde partijen. Ik conceptualiseer deze zogenaamde gegevenskanalen als data 
pours die niet slechts data van database naar database transporteren, maar ook externa data 
aanpassen en formatteren volgens de logica van het platform.  

In het tweede hoofdstuk over ‘De komst van de platformen’ onderzoek ik de 
veranderende structuur van de blogosfeer met betrekking tot de opkomst van sociale media. 
Dit doe ik door middel van een reconstructie van de historische Nederlandse blogosfeer per 
jaar tussen 1999 en 2009 met behulp van een verzameling van gearchiveerde blogs die ik heb 
verkregen uit het Internet Archive Wayback Machine. Ik gebruik deze verzameling om te 
onderzoeken hoe sociale mediaplatformen nieuwe linkpraktijken hebben geïntroduceerd door 
middel van widgets en hoe deze widgets de hyperlinkstructuur van de blogosfeer hebben 
veranderd. Ik ontwikkel een methode om de relatie tussen blogs en sociale mediaplatformen 
verder te onderzoeken en op deze manier na te gaan welke rol sociale media in de geschiedenis 
van de Nederlandse blogosfeer hebben gespeeld. Deze analyse toont aan dat met de opkomst 
van sociale media, bloggers niet langer hoofdzakelijk naar andere blogs linken en hiermee een 
onderling verbonden netwerk van blogs—een blogosfeer—creëren, maar dat ze in toenemende 
mate naar sociale media linken en als gevolg hiervan zichzelf in het sociale media-ecosysteem 
weven. 

In het derde hoofdstuk over ‘De algoritmisatie van de hyperlink’ kijk ik verder naar de 
veranderende rol van links en onderzoek ik de vercommercialisering van links door sociale 
mediaplatformen. Ik laat zien hoe platformen gebruik maken van hun infrastructuur om de 
web-eigen hyperlink te veranderen in een platform-eigen verkorte URL. Hiermee veranderen 
sociale mediaplatformen de functie van de link van een instrument voor navigatie in een 
analytisch apparaat waarmee data verzameld kan worden. Social buttons spelen hierbij een 
belangrijke rol, omdat ze nieuwe vormen van geautomatiseerde, informatierijke, verkorte 
URLs creëren die speciaal geformatteerd zijn voor het doel van het platform. Hiermee voeden 



163  

deze nieuwe verkorte URLs en de data die ze verzamelen de onderliggende algoritmes en 
analysesystemen van het platform. In het web als platform is de link een zogenaamde database 
call geworden en daarmee een instrument om externe webdata ‘platform-klaar’ te maken. In 
dit hoofdstuk ontwikkel ik een methode om te onderzoeken wie er betrokken zijn bij deze 
vercommercialisering van de hyperlink door het pad van verkorte URL’s te traceren. 

Het vierde hoofdstuk over ‘De Like-economie’ laat zien hoe sociale mediaplatformen hun 
social buttons als onderdeel van hun technische infrastructuur gebruiken om sociale 
activiteiten om te zetten in waardevolle gegevens, wat ik aanmerk als de zogeheten 'Like-
economie'. Ik beschrijf de opkomst van social buttons in relatie tot eerdere maatstaven om de 
betrokkenheid van gebruikers te meten en koppel deze aan verschillende webeconomieën: de 
hit, link en Like-economie. Ik onderzoek hoe de platformisatie van het web de valuta van 
web-eigen links naar platform-eigen likes, shares en tweets heeft verschoven. Deze valuta zijn 
niet langer verbonden aan het web in het algemeen maar aan de infrastructuur en logica van 
specifieke sociale mediaplatformen. Ik beschrijf hoe Facebooks Like-economie mogelijk wordt 
gemaakt door de dynamiek van decentralisatie en recentralisatie. Aan de ene kant 
decentraliseren social buttons de productie van data en aan de andere kant recentraliseren ze 
de verzameling van data. Ik ontwerp een methode om de aanwezigheid van social buttons in 
een verzameling van websites in kaart te brengen. Hiermee toon ik aan hoe social buttons, ten 
opzichte van traditionele hyperlinks, nieuwe verbindingen tussen websites creëren en daarmee 
een alternatieve structuur van het web weven. 

In het laatste hoofdstuk over 'Website-ecologie' verken ik de veranderende grenzen van 
de website in het web als platform. Websites worden steeds meer gevormd door en 
samengesteld uit de inhoud en functionaliteit van derde partijen. Ze bevatten bijvoorbeeld 
ingesloten foto’s en video’s van andere websites, sociale plugins en advertenties waardoor de 
notie van de website als een begrensd object gecompliceerd wordt. Hiermee wordt de 
aandacht gevestigd op de techno-commerciële configuraties van het web waarin deze websites 
zich bevinden. Ik stel dan ook voor de studie van websites te benaderen als website-ecologie, 
waarin gekeken wordt naar de verschillende relaties tussen de actoren op het web. Deze 
relaties zijn terug te vinden in de source code van de websites. In dit hoofdstuk ontwikkel ik een 
methode die gebruik maakt van de broncode van een gearchiveerde website om het 
veranderende ecosysteem van een website in een bepaalde periode in kaart te brengen. Dit 
presenteer ik als een manier om de verspreiding van platformisatie te onderzoeken vanuit het 
perspectief van de website. Daarnaast heb ik in dit hoofdstuk gebruik gemaakt van de 
mogelijkheden van de API’s van sociale mediaplatformen om de inhoud van deze platformen, 
zoals deze getoond wordt op externe websites en niet gearchiveerd is, op te sporen en opnieuw 
te reconstrueren. 

De vijf case studies tonen aan dat nauwe integratie van sociale mediaplatformen met het 
web, oftewel platformisatie, een belangrijke verandering teweeg brengt in de manier waarop de 
infrastructuur van het web gebruikt wordt. Om de platformisatie van het web te bestuderen, 
pleit ik daarom voor het bestuderen van 1) data-uitwisselingsmechanismen, 2) nieuwe vormen 



164  

van verbindingen tussen websites, 3) de transformatie en vercommercialisering van de 
hyperlink, 4) de introductie van nieuwe web valuta voor web content zoals de like, de share en 
de retweet, en 5) de veranderende grenzen van de website. Het is hierbij belangrijk om de 
platform-specifieke objecten die door sociale mediaplatformen zijn geïntroduceerd te 
herkennen. De objecten hebben namelijk verschillende sociale en technische functies 
waaronder het opnieuw structureren van het web. 

In dit proefschrift ontwikkel ik een platformkritiek rondom het begrip ‘platformisatie’ om 
de effecten van sociale media op de infrastructuur van het web te bestuderen. Ik positioneer dit 
als een bijdrage, gebaseerd op digital methods, aan de opkomende vakgebieden van software 
studies en platform studies. Daarmee beantwoord ik oproepen uit het veld om de 
computationele infrastructuur van platformen serieus te nemen en om methodologische 
ontwikkeling op het gebied van software studies en platform studies verder te bevorderen. 
Uiteindelijk stel ik een nieuwe tak van platform studies voor die ik platform infrastructure 
studies noem: een benadering die het ecosysteem van software platformen bestudeert met 
platform-specifieke digitale methoden. 

In de conclusie stel ik de vraag of dit soort platformkritiek nog steeds geldt met de 
verschuiving van sociale media van het web naar mobiele apps. Ik presenteer een toekomstige 
onderzoeksagenda waarin ik een aantal ontwikkelingen bespreek die laten zien hoe sociale 
mediaplatformen steeds verder integreren met apps (en vice versa), wat wijst op de 
platformisatie van het app-ecosysteem. In het bijzonder, zo stelt men, dragen apps bij aan het 
einde van het web en met name het mobiele web aangezien 86% van de tijd op mobiele 
apparaten in apps wordt doorgebracht en slechts 14% van deze tijd op het mobiele web 
(Khalaf 2014). We kunnen tevens zien hoe apps ook zelf platformen worden, met bijvoorbeeld 
de lancering van het Facebook Messenger Platform waarmee ontwikkelaars apps kunnen 
bouwen die integreren met de Facebook Messenger app (Franklin 2015). 

Deze ontwikkelingen tonen aan hoe belangrijk het is om voortdurend methoden te 
ontwikkelen om zowel de platformisatie van het web als de platformisatie van het app-
ecosysteem te bestuderen, evenals de consequenties ervan. Terwijl de opkomst van apps 
mogelijk een andere dynamiek van platformisatie introduceert, heb ik tevens aangetoond dat 
er gedeelde aanknopingspunten zijn voor de bestudering ervan. Samenvattend bieden het 
concept van platformisatie en de onderzoeksmethoden die ik heb ontwikkeld voor wat 
ik platform infrastructure studies noem, manieren om niet alleen het ecosysteem van een 
platform op het web te bestuderen maar ook de veranderingen in de infrastructuur van het 
web zelf. Daarnaast is het een vruchtbare benadering om de app omgeving te onderzoeken, 
inclusief de platformisatie van apps alsook hun ecosystemen. 
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Appendices 

 
Appendix A: GREL coded actors in the Dutch blogosphere (I) 

 

{ 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Platforms using expression 
grel:value.replace(/.*blogger.com\\/profile.*/,\"blogger.com/profile\")", 
    "engineConfig": { 
      "facets": [], 
      "mode": "row-based" 
    }, 
    "columnName": "Platforms", 
    "expression": "grel:value.replace(/.*blogger.com\\/profile.*/,\"blogger.com/profile\")", 
    "onError": "set-to-blank", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Platforms using expression 
grel:value.replace(/.*.worldonline.nl\\/~.*/,\"worldonline\")", 
    "engineConfig": { 
      "facets": [], 
      "mode": "row-based" 
    }, 
    "columnName": "Platforms", 
    "expression": "grel:value.replace(/.*.worldonline.nl\\/~.*/,\"worldonline\")", 
    "onError": "set-to-blank", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
 { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Platforms using expression 
grel:value.replace(/.*members.aol.com\\/.*/,\"aol\")", 
    "engineConfig": { 
      "facets": [], 
      "mode": "row-based" 
    }, 
    "columnName": "Platforms", 
    "expression": "grel:value.replace(/.*members.aol.com\\/.*/,\"aol\")", 
    "onError": "set-to-blank", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
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Appendix B: GREL coded actors in the Dutch blogosphere (II) 

 

[ 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Platforms using expression grel:if( 
value.contains(\"facebook.com/pages\"), 
value.replace(/.*facebook.com\\/pages.*/,\"facebook_pages\"), if( 
value.contains(\"facebook.com/group\"), 
value.replace(/.*facebook.com\\/group.*/,\"facebook_group\"), if( 
value.contains(\"facebook.com/people\"), 
value.replace(/.*facebook.com\\/people.*/,\"facebook_people\"), if( 
value.contains(\"facebook.com/profile\"), 
value.replace(/.*facebook.com\\/profile.*/,\"facebook_profile\"), if( 
value.contains(\"facebook.com\"), value.replace(/.*facebook.com.*/,value), value ) ) ) ) )", 
    "engineConfig": { 
      "facets": [ 
        { 
          "query": "facebook", 
          "name": "Platforms", 
          "caseSensitive": false, 
          "columnName": "Platforms", 
          "type": "text", 
          "mode": "text" 
        } 
      ], 
      "mode": "row-based" 
    }, 
    "columnName": "Platforms", 
    "expression": "grel:if( value.contains(\"facebook.com/pages\"), 
value.replace(/.*facebook.com\\/pages.*/,\"facebook_pages\"), if( 
value.contains(\"facebook.com/group\"), 
value.replace(/.*facebook.com\\/group.*/,\"facebook_group\"), if( 
value.contains(\"facebook.com/people\"), 
value.replace(/.*facebook.com\\/people.*/,\"facebook_people\"), if( 
value.contains(\"facebook.com/profile\"), 
value.replace(/.*facebook.com\\/profile.*/,\"facebook_profile\"), if( 
value.contains(\"facebook.com\"), value.replace(/.*facebook.com.*/,value), value ) ) ) ) )", 
    "onError": "set-to-blank", 
    "repeat": false, 
    "repeatCount": 10 
  },] 
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Appendix C: URL Follow with cURL 

 

The URL Follow tool has been custom built by Bernhard Rieder for this research: 
http://labs.polsys.net/tools/urlfollow/ [Accessed 1 June 2014]. The tool resolves the URL 
redirection paths of a single URL using cURL. The input is a single shortened URL and the 
output is the HTTP header for each redirection. The location of the redirect is displayed in 
bold. 
 

INPUT: 
http://t.co/THHo3lRM 
 
OUTPUT: 
HTTP/1.1 301 Moved Permanently  
cache-control: private,max-age=300  
date: Sat, 22 Jun 2013 11:16:28 GMT  
expires: Sat, 22 Jun 2013 11:21:28 GMT  
location: http://fb.me/1pNxOnFcT  
server: tfe  
Content-Length: 0 
 
HTTP/1.1 301 Moved Permanently Location: http://www.huffingtonpost.com/2012/01/14/costa-
concordia-disaster-_n_1206167.html Content-Type: text/html; charset=utf-8  
X-FB-Debug: rVCZC2NA//jyoJbrKkd7cPzOppS/20yueM0IvLpBwts=  
Date: Sat, 22 Jun 2013 11:16:28 GMT  
Connection: keep-alive  
Content-Length: 0 
 
HTTP/1.1 200 OK  
Server: Apache  
P3P: CP='NO P3P'  
Content-Type: text/html; charset=utf-8  
Date: Sat, 22 Jun 2013 11:16:28 GMT  
Connection: keep-alive 
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